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2. Executive summary

Through collaboration with and input from regional, national, and international data providers, Living Labs,
and statistical offices, we evaluated the performance and costs associated with acquiring data relevant for
rural territories at various geographical scales. The resulting document presents a compilation of 27 data
fiches, a comprehensive exploration of data costs and dimensions through a survey, and nine inspirational
examples of data, tools, and approaches. The document seeks to inform GRANULAR's Living and Replication
Labs, as well as data users and providers from various levels, about practical insights into data collection types and
costs for rural territories, their challenges, and opportunities. The outlined cost categories, spanning data
infrastructure, governance, model training, security, and more, provide a robust framework for understanding
and managing the complexities associated with enriching knowledge and advancing data-driven initiatives
for policy making in rural contexts.

The Survey engaged national statistical offices and data providers, yielding 17 responses from 16 different
countries, and focused on data availability, costs, and user information. The survey delves into the landscape of
data accessibility applied to rural development across several European countries. The report highlights key open
databases, data domains, and types of data available at no cost, revealing variations in resolution and thematic
coverage. The majority of surveyed offices make over 500 data files freely accessible, with primary domains
including demography, economy, agriculture, and tourism. While most respondents adhere to Eurostat guidelines,
data types vary, encompassing tabular, grid-level, vector, and raster data. Notably, the report touches upon the
diverse bases for user charges, with some offices levying fees for data compilation or structuring. The analysis
underscores the crucial role of individuals, research organizations, and the private sector as the main users of these
datasets, emphasizing the multifaceted demand for demographic, economic, and development-focused information.

Data fiches were compiled for 27 datasets that capture a wide range of rural data types, and include a description
of the data, including indicator class, data class, spatial and temporal information, a short description and how to
cite it. Cost information include data infrastructure costs, e.g. software or hardware needed or costs for data
repositories / storage. Data Governance & Management costs, i.e. costs needed to work with the data e.g. comprises
information about staff costs needed to work with / access the data, for data analysis, quality assurance and
“cleaning” data. Authors also reflect on data documentation costs. Data covered the 4 rural functions identified in
the Rural Compass (productive, residential, environmental, recreational), with a variety of domains, such as
accessibility, agriculture, climate, demography, digitalization, economic development, energy, health, infrastructure,
mobility, recreation, and transversal.

The inspirational examples showcase data collection and provision methodologies that have been implemented
at local and international scales. Each example was documented with a structured overview including costs, photos,
and a matrix of key insights, policy implications, and future considerations. The aim is to inform actors on the diversity
of methods and data that can be collected and the costs that are associated with such initiatives. Examples include:

e Indicator to monitor the subjective well-being of the rural population during the CAP programming period in
Finland (National)

o Rural Barometer Finland (National)

e Monitoring mobility and road traffic at local scale in France (Local)

e Telecare for the elderly at home — Galicia / Spain (Local)

e Functional & spatial diagnosis for social revitalization — Poland (National)

e Scottish National Islands Plan Survey (Regional)

o Web-mapping tool to visualize proximity to different services - Nordic countries (International)

¢ Enhancing accessibility & understanding of rural land use data — EU (International)

o Earth Observation & Citizen Science — Geo-Wiki (Locally informed, international coverage)

The holistic approach chosen in this document with three focus areas enables a comprehensive understanding
of rural data, costs, and innovative examples for evidence-based policy-making.



Effectively utilizing open data in rural territories within the EU demands strategic investments in capacity
building, with an emphasis on training local personnel in Geographic Information System (GIS) and data
management. The estimated annual cost of employing entry-level GIS technicians ranges from €30,000 to €40,000,
reflecting the necessity to bridge the skills gap for meaningful spatial data analysis. Additionally, ensuring the
reliability of open data for decision-making requires rigorous quality assessment processes, including validation with
local databases and complementary data collection, with associated annual expenses ranging from €25,000 to
€35,000.

3. Introduction

Task 3.2. builds on , where an initial screening of data availability was
conducted for the generation of new and novel datasets to support indicators of rural sustainability for Europe. More
than 90 existing datasets relevant for rural territories, along with accompanying meta-data have been recorded. The
screened datasets address the majority of GRANULAR’s Rural Compass' indicators, with the majority of datasets
representing demography, infrastructure and environment.

T3.2. has prioritised data sources and methods identified in T3.1, considering the performance and costs of acquiring
data at an appropriate geographical scale. Options identified in T3.1 were considered to make them relevant for
users both in the context of the Living Labs and Replication Labs (https://www.ruralgranular.eu/living-labs/).

This document showcases the performance and costs of different data types and tools and discuss viable options
going forward. Different regional, national, and international data providers were consulted, as were the Living Labs
as such. Consultation and co-writing took place during various stages of producing this deliverable and always
included the identification of costs for users and those occurred during the development of a tool or compiling data.
We also consulted national and regional statistical offices and authorities to get an overview of available data at
different levels of granularity, the costs of and for data and data users. Finally, project partners, including Living Labs
were invited to share and write about inspirational examples from their region or country, including on how they have
used and produced data and indicators or tools to work with data.

This document was written to inform and inspire both GRANULAR Living and Replication Labs as well as data users
and providers in rural areas and beyond. It thus responds to one of key aims of GRANULAR, i.e. to enrich knowledge
for rural actors on the diversity of rural areas, their functional characteristics, challenges and opportunities.
Consequently, this document contains:

e A journey across national and regional statistical offices and authorities in the EU and beyond to better
understand costs of and for rural data,

e 9inspirational examples of data, tools, and approaches and
e Data fiches summarizing key information for 27 different datasets (in the appendix).

These elements all include different cost dimensions as far as they were available.

Most of the datasets identified in contain a free and open license or allow
partial access, often complying with the FAIR Principles and the INSPIRE Directive. Just a few datasets require

"The Rural Compass is a tool aimed at orientating and providing policy direction, going from policy design in rural areas to policy monitoring
and evaluation. The Rural Compass is conceived as a multi-dimensional set of indicators and trends. The assessment of rural areas
against those indicators and trends can be used to map and assess rural communities and their functional characteristics. It can be found
here https://www.ruralgranular.eu/tools/.
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purchase. Likewise, statistical offices at different levels of governance and throughout the EU provide numerous
data, datasets and maps being free of charge for the users (chapter 5). Whilst the inspirational examples in chapter
6 are also free of charge for different user groups, there are different development costs to consider, particularly if
they are to be replicated elsewhere.

Overall, there are different cost and performance dimensions that need to be thought about when working with or
processing data. Whilst we try to specify the particular costs for each dataset and inspirational example as best as
possible and as far as applicable, there are a number of general data costs categories defined in the literature (e.g.
Becker 2017, Colas et al 2014, Martinez et al. 2021, Saltz et al. 2017b, Sivarajah et al. 2016), which will also be
considered where applicable as far as information is available. These include (Figure 1):

o Data infrastructure: including software to work with the data, hardware to process data, data storage, or data
repositories. This also includes processes for storing, retrieving, and sharing data. This also includes “the big
data perspective” with data volume increasing and velocity intensifying computation requirements and
dependence on IT resources (Martinez et al. 2021, Saltz et al. 2017b, Sivarajah et al. 2016). Finally,

o Data governance & management: the needs and capabilities of people to conduct data analysis, training
needs of staff, or costs for staff effort for quality assurance. An intermediary (e.g. Martinez et al. 2021) that
understands both the language of data analytics and the domain of application, creating an understanding
between data scientists and stakeholders, customers, businesses etc. This dimension also includes model
training and retraining costs, e.g. for machine learning models, which may be resource intensive and costly.
(Martinez et al. 2021).

e Data quality and scale: there might be a need to clean “dirty” data and reflection on the potential to be
suitable. Coordinated data cleaning and quality assurance are needed to assure a robust validation (Martinez et
al. 2021). Data scale implies reflecting complexity, adjust necessary architecture and infrastructure and the
corresponding costs (Becker 2017, Colas et al 2014 & Martinez et al. 2021).

e Data security & privacy including compliance with data protection regulations, encryption methods,
anonymization, user education and training (Martinez et al. 2021, Saltz & Shamshurin 2016, Colas et al 2014,
Sivarajah et al. 2016). In this connection, there should be awareness of dependency on legacy systems and
data integration (Colas et al 2014, Becker 2017).

e Creating institutional memory & retaining institutional knowledge: personnel costs associated with
knowledge documentation and sharing etc. (Byrne 2017, Martinez et al. 2021, Colas et al 2014, Becker 2017).

Martinez et al. 2021 conclude that in addition to an understanding to what data might be available (see also Saltz et
al. 2017a), its representativeness for the problem at hand (Saltz & Shamshurin 2016) and its limitations (e.g. Byrne
2017) is critical for the success of data projects.

Figure 1. Data costs categories

INFRASTRUCTURE PERSONNEL
1 - [
Hardware Software Permanent Consultancy
= Servers, computers, * Licenses for software * New hire Experts hired for
networking equipment and operating systems ¢ Training and development specific missions
* Data storage (cloud) * FOSS alternatives for — capitalisation but need for — lack of territorial
= Component upgrades GlS/statistics: QGIS, R long-term strategy capacity building

Alternatives
= Working with universities and pooling resources for case
studies
* Pooling human resources for specific transversal skills
such as GIS technicians/data scientists

Connectivity
= Expenses related to internet connectivity and data
transmission (esp. for big data), including routers
¢ Establishing and maintaining secure connections
* Cybersecurity tools and technologies




This document is organised as follows. After this introduction, section 4 explains the methodology used to gather
different insights and lessons learned for this report — for the data fiches, the survey and the inspirational examples.
Chapter 5 is a journey throughout Europe and its national and regional statistical offices, all providing insights on
accessibility and availability of data, different costs dimensions and additional costs users must be aware of. Chapter
6 provides inspirational examples of data, tools and applications from around the EU. Chapter 7 is a discussion and
conclusion of our findings and discusses possible ways forward. The data fiches — 27 different datasets of relevance
for rural areas and actors — are to be found in the appendix.

4. Methodology and approach

Our three inspirational examples were all built on their own particular methodology and approach. Hence, we outline
methodologies separately for each, starting with the survey, shortly describing how the inspirational examples were
selected, composed and structured and finally explain how and why the data fiches have been chosen and
composed.

GRANULAR’s aim is to identify, develop and provide novel data and reusable tools to understand the characteristics,
dynamics and drivers of rural areas and hence support place and evidence-based policy making. In connection to
this, we want to better understand and map the performance and costs of acquiring data at different geographical
scales, including from the national level and the statistical offices and authorities from around the EU and beyond.
We thus invited national statistical offices and authorities across the EU and beyond, including all countries where
the GRANULAR Living and Replication Labs are located, to take part in a survey. We inquired about data availability,
pricing policies and costs of data as well about customers and user groups and their demands. The survey contains
3 sections: 1) data availability, 2) data costs and 3) users. More than 20 questions are both open-ended, selection
and multi-selection, ranking and open-ended questions?. We received 17 answers from both EU and non-EU
countries. Most respondents were national statistical authorities. In two cases respondents answered on behalf of
other authorities® (Figure 2).

Figure 2. Location of responding organizations.

Responding
organisations

I National
Statistical
Office

[ Other

authorities

2 All questions are available from the lead author.
3 One of the cases was a regional authority from Spain, which was contacted due to the relevance and connection to the Living Lab
Ourense. The other respondent was from ltaly.



In some cases, respondents sent their replies and additional answers directly to us (e.g. Scotland, Sweden,
Moldova). In some cases, such as Spain, also regional offices were included, since they are working closely with
Living Lab actors.

We used the Webropol platform to collect the answers. The survey was open between September and November
2028. Survey results are presented and discussed in chapter 5. We also include links to the main databases relevant
for rural development issues, and present the data domains contained in open databases and the finest resolution
of data free of charge in each of the country that participated in the survey.

To better understand and map the performance and costs of acquiring data at different geographical scales, we
invited project partners including Living Labs, whether they have good examples of data collection or tools that are
already being implemented in their territory and invited them to contribute to a collection of inspirational examples
from different scales. This means, examples ranging from an indicator to an international or transboundary mapping
tool and from the local level to national level examples and beyond. The idea and motivation were that the examples
will not only be included in this deliverable, but also published on the GRANULAR website.

All examples follow a similar structure and are composed of a description of the example and costs for developing
it. Authors explain the motivation and objective, their experience thus far, future considerations, and who has
developed it.

The cost dimensions covered — and as far as the authors had them available — include:
Budget of the whole initiative, such as:
e Data Governance & Management costs
e  Staff costs or PM
e Costs for Data analysis
e  Quality assurance, “cleaning data”
Data Infrastructure costs, such as:
e infrastructure needed (software, hardware)
e Data repositories / storage needs
Costs for data processing & visualization

Nice photos from the area and the tool, including maps, add some additional flavor. A matrix will summarize key
learnings, cost dimensions, policy implications and future considerations from the inspirational examples.

developed a Rural Data Table with more than 90 datasets was developed.*
Those datasets were initially ranked according to their degree of relevance for GRANULAR, in terms of supporting
GRANULAR’s Rural Compass and on a scale from 4 (very relevant) to 1 (lower relevance). For the purpose of this
document, those data ranked 4 (very relevant) and 3 (relevant) were selected. The motivation is twofold. First, we
wish to provide LL and RL and other rural stakeholders with cost and accessibility information about these relevant
datasets for their work. Second, we want to summarise the current knowledge about these datasets to support the
continuous work of GRANULAR, its Repository and the Rural Compass.

Datasets that had certain shortcomings, for instance regarding temporality, old data, or quality availability of
metadata, were replaced. The selected datasets for the data fiches are summarized in table 1.

4 Data collected by GRANULAR will be made available in the projects Repository, available at
https://platform.ruralgranular.eu/collection/All/1 .
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Table 1: Datasets selected for analysis by Indicator Class & Rural Compass.

Description Author / Free & open | Rural Compass
Producer Access®
Accessibility
Open-source Accessibility to services (by car and by OSRM Yes Residential
routing machine bike)
Agriculture
Carbon budget C budget in the EU agricultural soils JRC Yes Productive
in the EU including lateral C fluxes
agricultural soils
Cover Crops Disaggregated map of cover crops JRC Yes Productive
across Europe occurrence for Europe and the UK
EuroCrops - Combines all publicly available self- EU Yes Productive
Land Parcel declared crop reporting datasets
Identification
Systems
Climate
Temperature, Climate model data ECMWF Yes Environmental
Precipitation
WorldClim Satellite derived climate data Worldclim Yes Environmental
(temperature, rainfall)
Demography
GHSL-POP Distribution of population, expressed as JRC Yes Residential
the number of people per cell
WorldPop High resolution world population weighted- UoS Yes Residential
density
WorldPop High resolution world population density UoS Yes Residential
WorldPop High resolution world population (age and UoS Yes Residential
sex structures by 5-year classes)
WorldPop High resolution world population UoS Yes Residential
(Population Counts)
Data4good Population Meta Partial Residential

5 Relates to the free and open access and availability of the derived datasets, as well as raw datasets (for the analysis) and the model or
code.
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Total
Population

Rural
household
internet access
in 2021

Accommodation

Accommodation

EU SILC

Suitability map
for solar energy
(PV)s

Healthcare
services
locations &
number of beds
in Europe

OpenStreetMap

Mapillary

Tourism

Mobility heat
maps, raw data
(jogging, biking)

Population ARDECO

Digitalisation

Share of rural household with internet Statista

access in the selected European countries

2021
Economic Development
Overnight stays Trip Advisor
Overnight stays AirBnB
Longitudinal Household Survey EuroStat
Energy
Suitability for installation of large-scale PV JRC
systems in Europe
Health
Dataset making centrally, geo-localized EuroStat
healthcare information available
Infrastructure
Specific point locations for potential OSM
destinations for accessibility indicators
calculation. Topographic mapping of
features across the globe; good coverage
of Europe; high quality of mapping.
Access street-level imagery & map data Mapillary
from all over the world
Tourism capacity and density based on JRC
booking.com, TripAdvisor and Eurostat
data
Mobility
The heatmap shows 'heat' made by Strava

aggregated, public activities.

Partial

n.a.

No

No

Partial

Yes

Yes

Yes

Partial

Yes

No

Residential

n.a.

Productive

Productive

Productive

Productive

Residential

Residential

Residential

Recreational

Residential
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Recreation

Potential quiet These spacious areas allow for example  Data.Europa.EU n.a. n.a.
rural areas extensive walks without crossing noisy
areas.
Transversal
Local Smaller official territorial division for GISCO Yes Other
Administrative Europe
Units (LAU)
GEOSTAT 1km EU reference grid for statistics. Only GISCO Yes Other

population grid  population currently, but data diversity will
certainly grow in the future. Only
populated cells (not a regular grid)

NUTS NUTS division GISCO Yes Other
geometries

The data fiches (in the appendix) contain general information about the dataset and cost information. The first page
informs about the data type, spatial and temporal extent, a short description of the data, how to cite it and the
methodology used to produce the data. The second page is about the costs. Whilst most datasets are free and open
access, data analysis, quality assurance, and infrastructure costs need to be considered.

Data domains covered by the fiches are accessibility, agriculture, climate, demography, digitalization, economic
development, energy, health, infrastructure, mobility, recreation, and transversal.

Rural Compass categories included are environmental, productive, recreational, residential, and other.

The data fiches are in the appendix and will be made available online at hifps:/www.ruralgranular.eu/tools/.

5. The costs of and for rural data — a journey across regional and
national statistical offices and authorities in the EU and beyond

This section presents and discusses the survey results® by focusing on:
- Main databases openly available in the participating countries, containing data about rural development issues.
- Data types and domains available at no costs.
- Customers, costs, and revenues.

Most of the information compiled below was derived from the survey. In some cases, additional research to
complement missing information was undertaken. In cases no answers were provided to particular questions, we
leave the specific category out in the section 5.1. descriptions. This concerns, for instance, and in several cases,
data types and domains.

6 Appendix 1 contains a summary table providing a quick overview over the results.
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5.1.1. Bulgaria

Main database openly available, containing data about rural development issues: The IS Infostat platform
( ) publishes data relevant for rural development. It includes business, demographic social,
macroeconomic, environment energy and multi-domain statistics. Data on population and housing census is
available free of charge. Paid databases provide users access to more detailed data at lower levels after
disaggregation. Grid data for population (total, age groups and sex) for 2011, 2021 is free of charge.

Data domains contained in open databases: Demography, energy and health.

Finest resolution of data free of charge: Grid data for population: Total population, Age groups 0-14; 15-64 ;65+ and
sex, for 2011 and 2021.

5.1.2. Croatia

Main database openly available, containing data about rural development issues: There are several databases
available but not strictly connected with rural development issues. The so-called PC-Axis databases are available

at . Some data available is at
municipality level. Grid 1000 is accessible, free of charge, at the GeoSTAT - Web GIS portal of the Croatian Bureau
of Statistics ( ). The available grid-level data is on population — number of populations, number

of population by large age groups, population by educational attainment, population by activity, business register
(active business entities). Tourism data on accommodation capacities and tourist arrivals and nights. The PC-Axis
databases ) has some data by municipalities. Some census data by settlements is available at

. All data published online is free of charge. If special data processing is
needed for grid-level data, it is charged according to the subject’s hourly rate.

Data domains contained in open databases: agriculture, demography, economy, energy, environment, tourism /
recreation, transport.

Finest resolution of data free of charge: 1km grid. Available data free of charge at the GeoSTAT - Web GIS portal
for the Croatian Bureau of Statistics

5.1.3. Cyprus

Main database openly available, containing data about rural development issues: The main database by Statistics
Cyprus is CYSTAT-DB, available at . It contains data on
agriculture, livestock, fishing, business register, construction, education, energy, environment, external trade, health,
industry, information society, innovation, labor market, living conditions, social protection, national accounts,
population, price indices, public finance, research and development, services, tourism and trade.

Data domains contained in open databases: Demography, Health, Education, ICT Usage.

Finest resolution of data free of charge: 1000m for grid-level data.
5.1.4. Finland

Main database openly available, containing data about rural development issues: The main database published by
Statistics Finland is called StatFin ( ). StatFin is freely accessible and
includes data on population, economy, housing, transport, tourism, consumption, prices, wages and salaries,
energy, enterprises etc. The Paavo database ( ) contains data by postal
code area on the population structure, education, income, housing, workplaces, households' life stage etc. There
is also a grid-level database with grid sizes of 250 m x 250 m, 1 km x 1 km and 5 km x 5 km

( ). The grids cover the whole of Finland, but this is not for free and charged
based on number of licenses and grid size. Data is available on the areas' population structure, level of education,
income of inhabitants and households, size and stage in life of households, buildings and dwellings, workplaces,
and main activities of inhabitants. Population structure grid data 1km x 1km is free of charge.
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Data domains contained in open databases: agriculture, demography, economy, energy, environment, housing,
infrastructure, mobility, tourism / recreation, transport.

Finest resolution of data free of charge: Population structure grid data 1km x 1km.

5.1.5. France

The geoservices.ign.fr site ( ) and its Géoservices catalogue
) by the Institut National de I'Information Géographique et Forestiere (IGN) are
of relevance for anyone interested in geodata and web services related to rural development. Data on the site is free
of charge and available under an open license and accessible without registration. It contains, vector databases,
maps, ortho-images, cadastral parcels, 3D models as well as other applications and services. Information includes
the Common Agricultural Policy, forest geographical reference system, "Land-Sea Boundary" data, a Renewable
Energy Map Portal and Good Agricultural and Environmental Condition.
A second data source is by the Centre for Studies on Risks, the Environment, Mobility and Urban Planning
(CEREMA). lts catalogue with over 300 datasets, maps and series is open and available at
. Data covers such fields like land
cover, natural risks, energy use, habitats and biotopes and hydrography.
The Office frangais de la biodiversité with its partners feeds an information system on biodiversity, with 14 datasets,
services and maps, incl. characterization of Natura 2000 sites, protected natural areas, inventory of Natural Areas
of Ecological, Faunal and Floristic Interest etc. (|
Thematic data and datasets on agriculture, culture and heritage, sustainable development and energy, economics
and statistics, eductaion and reserach, international and EU issues, health and social issues, tourism and recreation,
territories and transport can be found at . This is the national portal for territorial
knowledge providing open and interoperable data to facilitate the exchange and sharing of data in support of public
policies.

Finest resolution of data free of charge: grid data

5.1.6. Greece

Main database openly available, containing data about rural development issues: Currently, there is no
dissemination database openly available to the public. However, data files available for the public are uploaded at
the website of the Hellenic Statistics Authority (ELSTAT) in the form of time series, tables and Public Use Files
(PUFs). ELSTAT publishes statistical data on its website at a level of analysis, where statistical confidentiality is not
violated, and all users can access them. Most of the data on ELSTAT's website refer to NUTS 2 level. Depending
on the limitations set due to statistical confidentiality, some data refer also to NUTS 3 level and few data (mainly
population data) to LAU level. Statistical data that allow the indirect identification of statistical units are provided to
users under certain conditions. Tailor-made data based on user requirements are generally priced. The cost of
providing these data depends on the number of man-days required for their compilation by ELSTAT staff. The pricing
policy of ELSTAT is available here:

Finest resolution of data free of charge: R&D, innovation, population data at NUTS-2 level.

5.1.7. Hungary

Main database openly available, containing data about rural development issues: There is no dedicated database
for rural development data, but the main database contains data on agriculture, environment, and many aspects of
territorial data. The data can be downloaded in csv and xIsx format and are free of charge. The database can be
accessed here: . Predefined data tables in the STADAT
system also contain data on the abovementioned topics, however, this is not a database, but ready-made tables are
available, which can also be downloaded in csv and xIsx, also free of charge. The STADAT-system is available here:

The third main resource where users can find territorial data is the Interactive Mapping Application, accessible here:
. Data can be downloaded from this interface, from the attribute table in csv.
Unlike the aforementioned two sources, this application also contains grid-level data.

Data domains contained in open databases: agriculture, demography, economy, energy, environment, health,
housing, infrastructure, tourism / recreation, transport.
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Finest resolution of data free of charge: Grid-level data. Charging for the data is not determined by the level of
resolution or the theme but by the capacity it requires from the statisticians to prepare the data.

5.1.8. Ireland

Main database openly available, containing data about rural development issues: The Central Statistics Office (CSO)
of Ireland produces a wide range of statistics. This includes business sectors including agriculture and fisheries,
census data, data on the economy, environment, labour market, people and society as well as other themed
publications. CSO's PxStat Open Data Platform is available at . Data published on the platform
is also provided by other public sector databases, such as by the Department of Agriculture, Food and the Marine,
the Department of Housing, Local Government and Heritage, the Sustainable Energy authority etc.

Data domains contained in open databases: see above.

Data types available: grid-level, tabular and vector data.

Finest resolution of data free of charge: Small-area data, for which are units with an average of 50-100 households
in each. Grid-level data is free, and if it is not available, €80-200 are charged for customers from the private sector.

5.1.9. ltaly

Main database openly available, containing data about rural development issues: IstatData is the latest aggregate
data dissemination platform of the Iltalian National Institute of Statistics (Istat) and available at

. It makes use of the open-source tools “Data Browser” and “Meta & Data
Manager” developed by Istat following the international SDMX (Statistical Data and Metadata eXchange) standard
for exchanging and sharing statistical data and metadata. Currently, six themes are covered: National Accounts,
Population and Households, Household Economic Conditions, Agriculture, Enterprises, Welfare and Pension. Time
Series ( ) contains over 1,500 time series organized into 22
thematic areas made available to inform about the environmental, social and economic changes in ltaly

Data domains contained in open databases: see above.
Data types available: tabular and vector data.

Finest resolution of data free of charge: Agricultural plot level.

5.1.10. Moldova

Main database openly available, containing data about rural development issues: The statistical databank of
Statistics Moldova is available at . It contains data on environment, population and
demographic processes, social statistics, economic statistics, gender statistics, and regional statistics.

Data domains contained in open databases: Accessibility, agriculture, demography, economy, energy, environment,
health, housing, infrastructure, mobility, tourism / recreation, transport.

Data types available: raster and tabular data.

Finest resolution of data free of charge: Currently the office disseminates at the level of communes (with a commune
being formed of one or several villages) — both in the Statistical databank and as static maps in its publications. In
2024, the office plans to carry out a Population and Housing Census and will then have available spatial data both
at vector and grid-level. At the moment, the office does not provide spatial data against a fee.

5.1.11. Poland

Main database openly available, containing data about rural development issues, incl. data domains: The
Knowledge Database ( ) by Statistics Poland contains 31 domain areas including
Demography, Education, Energy, Social economy, Municipal and housing infrastructure, Agriculture, Labor Market,
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Transport, Tourism, Living conditions, Health and healthcare. For some indicators data is available by voivodships,
in the case of demographic data and of local government unit budgets also for lower levels of territorial division.
The Knowledge Database is a publicly available and free of charge.

Furthermore, there is also a Centre for Rural Statistics (https:/olsztyn.stat.gov.pl/en/) and a Small Areas Statistics
Centre (htips:/poznan.stat.gov.pl/en/) in addition to regional statistics centers throughout the country.
(https://stat.gov.pl/en/regional-statistics/). EUROSTAT Economic accounts for agriculture - values at current prices
and Economic accounts for agriculture - values at n-1 prices are also available.

Finest resolution of data free of charge: NUTS 2.

5.1.12. Portugal

Main database openly available, containing data about rural development issues of Statistics Portugal is available
here https://www.ine.pt/xportal/xmain?xpid=INE&xpgid=ine bdc tree&contexto=bd&selTab=tab2. Themes also
include Agriculture, forest and fisheries.

Data domains contained in open databases: agriculture, demography, economy, energy, environment, health,
housing, mobility, tourism / recreation, transport in addition to culture, Prices, living conditions.

Data types available: grid-level and tabular data.

Finest resolution of data free of charge: For the Population and housing Census grid of 1km2 is free of charge. For
some of the other domains, data is at parish-level.

5.1.13. Scotland

Main database openly available, containing data about rural development issues: The main database openly
available, containing data about rural areas are the 1) National Performance Framework
(https://nationalperformance.gov.scot/measuring-progress/national-indicator-performance)  with 26 out of 81
indicators  providing data for Rural Scotland and the 2) Rural Scotland Key Facts 2021
(https://www.gov.scot/publications/rural-scotland-key-facts-2021/documents/) and a considerable number of
sources. There are several public sector open data portals, most allow for publication of data at the 3* level of
openness (csv or equivalent).” Many of Scottish Government statistics is available online, for free and without
restrictions. It contains around 300 open datasets and reference material, mainly at the 5* level — the highest level
of openness, with associated metadata.

Finest resolution of data free of charge: Grid-level data.
5.1.14. Serbia

Main database openly available, containing data about rural development issues of the Statistical Office of the
Republic of Serbia is available here: htips://data.stat.gov.rs/?caller=SDDB&languageCode=en-US.

Data domains contained in open databases: accessibility, agriculture, demography, economy, energy, environment,
health, housing, infrastructure, tourism / recreation, transport.

Finest resolution of data free of charge: Spatial resolution depends on the coverage of statistical survey, from which
the dataset is produced. In the annual plan of statistical surveys, the spatial resolution of available datasets which
are free of charge is defined.

5.1.15. Slovakia

Main database openly available, containing data about rural development issues of Slovak Statistics is called
DataCube and is available at hiips://datacube.statistics.sk/. It contains multidimensional tables for indicators of
economic and socio-economic development, for the following areas: demographic and social statistics,
macroeconomic statistics, business statistics, sector statistics, environment, multi-domain statistics and selected
tables of the Eurostat database. 1 km x 1 km grid-level data is available from the 2011 and 2021 census at
https://slovak.statistics.sk/wps/portal/ext/themes/demography/census/indicators/.

7 According to Tim Berners-Lee, open data can be published at various levels of openness (see 5-star Open Data (5stardata.info).
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Data domains contained in open databases: accessibility, agriculture, demography, economy, energy, environment,
health, housing, infrastructure, tourism / recreation, transport.

Finest resolution of data free of charge: Municipalities - especially demographic data. All data in the database are
free of charge.

5.1.16. Slovenia

Main database openly available, containing data about rural development issues of Statistics Slovenia is available
at httos://pxweb.stat.si/SiStat/en/Podrocja/Index/583/reqgionalni-pregled.

Data domains contained in open databases: agriculture, demography, economy, energy, environment, housing,
infrastructure, mobility, tourism / recreation, transport.

Finest resolution of data free of charge: Grid-level data available at the STAGE pages at https:/gis.stat.si/#lang=en.
All data at Statistics Slovenia is free of charge.

5.1.17. Spain / Galicia®

Main database openly available, containing data about rural development issues of the Galician Institute of Statistics
is available at https://www.ige.gal/web/index.jsp?idioma=ql.

Data domains contained in open databases: demography, economy, tourism / recreation.

Finest resolution of data free of charge: Spatial distribution of the characteristics of the population of Galicia by grid
of 1km2.

5.1.18. Sweden

Main database openly available, containing data about rural development issues

The majority of Statistics Sweden's statistics are openly available at "Statistikdatabasen" (Statistical database)
(hitps://www.statistikdatabasen.scb.se/pxweb/en/ssd/). In addition, other data openly available from Statistics
Sweden includes geospatial data (https:/www.scb.se/en/services/open-data-api/open-geodata/). Furthermore,
there are 29 different public agencies, which publish official statistics, and partly cover other topics than Statistics
Sweden: https://www.scb.se/en/About-us/official-statistics-of-sweden/government-agencies-responsible-for-official-
statistics/.

Data domains contained in open databases: agriculture, demography, economy, energy, environment, housing,
infrastructure, mobility, tourism / recreation, transport.

Data types available: grid-level, point, tabular and vector data.

Finest resolution of data free of charge: Grid-level data in Sweden is free of charge. In the database mentioned
previously, some statistics are made available according to DeSO, "Demografiska statistikomraden" (in English:
"Demographic Statistical Areas"). There are also corresponding GIS layers available. For more information, please
see https://scb.se/hitta-statistik/regional-statistik-och-kartor/regionala-indelningar/deso---demografiska-
statistikomraden/  (Swedish only) or https://www.scb.se/en/services/open-data-api/open-geodata/deso--
demographic-statistical-areas/.

In addition to the database mentioned above, there are also data at the following spatial resolution, which fully or
partly go below municipal level: Grid statistics, preschools and agency and municipal offices, localities and small
localities, holiday-home areas, retail trade areas, activities zones, and RegSO (Regional Statistical Areas). For
accessing the GIS layers, please see: htips://www.scb.se/en/services/open-data-api/open-geodata/. Furthermore,
in addition to Statistics Sweden, other agencies also publish similar data (including geospatial data/GIS layers).

8 The answers were provided by a regional authority related to the Living Lab Ourense.

17


https://pxweb.stat.si/SiStat/en/Podrocja/Index/583/regionalni-pregled
https://gis.stat.si/#lang=en
https://www.ige.gal/web/index.jsp?idioma=gl
https://www.statistikdatabasen.scb.se/pxweb/en/ssd/
https://www.scb.se/en/services/open-data-api/open-geodata/
https://www.scb.se/en/About-us/official-statistics-of-sweden/government-agencies-responsible-for-official-statistics/
https://www.scb.se/en/About-us/official-statistics-of-sweden/government-agencies-responsible-for-official-statistics/
https://scb.se/hitta-statistik/regional-statistik-och-kartor/regionala-indelningar/deso---demografiska-statistikomraden/
https://scb.se/hitta-statistik/regional-statistik-och-kartor/regionala-indelningar/deso---demografiska-statistikomraden/
https://www.scb.se/en/services/open-data-api/open-geodata/deso--demographic-statistical-areas/
https://www.scb.se/en/services/open-data-api/open-geodata/deso--demographic-statistical-areas/
https://www.scb.se/en/services/open-data-api/open-geodata/

All but one® of the authorities and offices that took part in the survey make data openly available (Figure 3).

Figure 3. Is there any data openly available?

The majority of responding authorities and offices make more than 500 data files available free of charge (Figure 4).

Figure 4. Data files made available by each organization.
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The main domains most frequently available and with relevance for rural development and governance are
demography, economy, agriculture, and tourism / recreation (Figure 5). More than half of the respondents also
provide data on energy environment and transport. Mobility data is provided by only one-fourth of the offices.
Accessibility data, according to the survey, is provided by one only country (non-EU).

% The respondent is from an Italian authority.Yet, as shown above, the national statistical authority publishes various datasets.
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Figure 5. Data domains contained in open database(s).
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There are differences between the countries. Statistics Finland, for instance, has open databases on all but health
data, whilst the Greek national authority has an open database only for R&D and innovation (see also above and
according to the survey).

More than 60% of the responding offices use published guidelines/frameworks. In case they do, this is Eurostat (all
of them) and UN Statistics Division (two respondents) guidelines.

Most of the offices make tabular data available (87%) and more than half of them grid-level data. More than one-
third provide vector data and slightly less also raster data. Only two offices said they make point data available
(Figure 6)."° In addition, one office stressed that they publish time series and anonymized microdata of statistical
surveys.

Figure 6. Data types available.
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' For a distinction of these data types, see for instance htips:/gisgeography.com/spatial-data-types-vector-raster/.
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In addition to whether and what kind of data is accessible for free (see above), we asked the authorities and offices
about the reasons for charging customers in case costs apply for users. Unfortunately, only less than half of the
respondents provided information on this question. Of those who answered, 1 authority (Greece) charges for
compiling data, 2 for both compiling and structuring data (Finland and Italy) and 3 base their costs on other reasons
(Croatia, Hungary and Sweden) (Figure 7).

Figure 7. Reasons for charging customers
0% 5% 10% 15% 20% 25% 30% 35% 40% 45% 50%

d) based on other reasons:

¢) for both structuring & compiling the
data

b) for compiling the data

a) for structuring the data

Other reasons range from subscriptions to specific databases, retrievals from internal databases, individual
calculations based on the number of man-days required for compiling the data or any other individual tasks on behalf
of the office.

We also asked whether public officials must pay for accessing data or whether specific discounts for students or
academia are offered.

Most of the offices, who answered this question, stated that public officials do not have to pay for accessing data
(Figure 8).

Figure 8. Do public officials have to pay for accessing data?
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Most of the offices do not offer specific discounts for students (Figure 9).

Figure 9. Specific discounts offered for students?
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Discounts for academia are also rather an exception (Figure 10).

Figure 10. Specific discounts offered for academia (e.g. teachers, researchers)?
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Most of the offices are neither supported by a government grant nor specific ministerial funding (Figure 11). This is
in most of the cases coming from the state budget.

Figure 11. Our office is supported by...
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a govemment grant

specific ministenial funding
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Some offices, like Sweden, do commission projects upon request in addition to state funding. Finland also mentioned
chargeable services and other central government authorities and financing from the EU.
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We asked the respondents, who and which groups are mainly using their data and in a ranking exercise. Main users
are individuals, followed by research organizations and private sector (Figure 12).

Figure 12. Main user groups
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Private sector
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One respondent added that public sector, research, and private sector are all using their data and are important, as
are private individuals. Furthermore, according to one respondent, “actual usage between the groups might also
differ in relation to the size of the groups”.

Regarding the type of data customers mainly ask for and for what purpose, most organizations referred to
demography and population census data. There is also demand for labor market and employment data, R&D, (rural)
business development and funding data, as well as price development, tourism and immigration data. As one
respondent put it, whilst “the majority of users probably access data on their own, without asking questions” and
need mainly tabular data, there is a demand for more complex and granular data, as well as indicators to follow up.
Respondents also referred to the interest to understand rural-urban interrelations, the need for good data for
decision-making purposes and to capture development and change.
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6. Inspirational examples — Data, tools and approaches from Granular
partner countries.

Section 6 presents 9 inspirational examples, selected to inspire different types of actors to get familiar with interesting
work carried out throughout the EU and beyond, and possibly also to pursue a similar exercise. We provide cases
from different scales — reaching from the local and Living Lab level to the EU and international levels. We also
highlight diverse chains of development. Importantly, we invited developers to share their experience and
considerations about motivation, enablers and potential challenges. The examples include reflections about various
cost dimensions, and contact information for follow-up conversation. The examples are presented in alphabetical
order and following the country / region they are stemming from and going up to the Nordic Region, the EU and the
global level. At the end of this section, a matrix will summarize key learnings, cost dimensions, policy implications
and future considerations from the inspirational examples.

The Natural Resources Institute Finland (LUKE) has been actively involved in the planning of Finnish CAP plans as
a policy support provided to the Ministry of Agriculture and Forestry (MMM). In earlier work, LUKE has utilized
datasets on subjective wellbeing (SWB), which include exact location indicators, enabling detailed spatial analysis.
Hence, LUKE was commissioned to develop a measure for evaluating one specific aim in Finnish CAP plan. For
that end, LUKE researchers developed a novel indicator to follow development of SWB of the rural population during
the CAP programming period 2023-27.

Technically, this indicator was created by merging a large (N=38 000)
annual FinSote Survey (currently Healthy Finland Survey) collected by the
Finnish Institute for Health and Welfare (THL), to 7 classes urban-rural
classification system constructed by the Finnish Environment Institute,
based on 250 X 250 m statistical squares. SWB of the rural population is
measured by the standardized Mental Health Index MHI5 and a single item
question on perceived loneliness. More specifically, the index on SWB of
the rural population is adjusted by age and gender (by estimated marginal
means), in order to control for changes in socio-demographic composition
in rural areas. Additionally, the index is adjusted to national mean of SWB
to control for national level changes in SWB and thus to reflect only the
relative changes of SWB in the rural population. The indices generated from
the data are processed and stored in LUKE's database and published in
LUKE's indicator portal (htips://www.luke.fi/en/statistics/indicators/cap-
indicators).

Photo: Edit Kul

In summary, researchers at THL and LUKE, as well as civil servants from MMM involved in the project, see this as
inspiring case and example of cooperation between sectoral research institutes and affiliated ministries. However,
the institutional structure that allows data availability is rather fragile, since it is based on double affiliation of single
researcher. The project represents an inspiring pilot on using a large SWB dataset in CAP policy evaluation.
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Costs

Development Costs: The responsible investigator for this project at LUKE (Mikko Weckroth) has an affiliation with
THL. The survey data itself is collected by THL and budgeted on the basis of the agreement with the responsible
Ministry of Social Affairs and Health. However, in a case there would not be a researcher with shared affiliation, the
whole procedure would require involvement of the Finnish Social and Health Data Permit Authority (Findata) that
grants permits for the secondary use of social and health care data (htips:/findata.fi/en/). The pricing for creating
this dataset and giving permits would need to be estimated by Findata but would most likely be 8.000 — 12.000 €. In
sum, the survey data is collected by THL - not for the purpose of developing this indicator but was utilized for its
development.

Data accessibility for users: Indexes are free at Agrigaattori portal for users.
Data infrastructure costs: None for the user.

Data governance & management costs: None for the user. However, for the development of the indicator, expertise
in statistics and data management, particularly in the field of (subjective) wellbeing is needed. Data analysis
expertise is needed, too, e.g. calculating indexes and linking responses to urban-rural classification.

Further information: mikko.weckroth@|uke.fi

The aim of the Rural Barometer is to shed light on how
Finnish citizens, public decision-makers, business
decision-makers, the media and rural experts
perceive the countryside. It includes themes such as:
elements of the good life, images of rural areas,
regional identity, multi-local living, entrepreneurship
and livelihoods, rural development, opinions on policy
measures and the future of rural areas. The Rural
Barometer provides a statistically representative
sample of the Finnish people's views on the state and
future of rural areas. The 4™ Rural Barometer is
currently conducted and continues the series of Rural
Barometers done in 2009, 2013 (published 2014) and
2020. The Barometer is commissioned by The Rural

Policy Council (MANE) and implemented by LUKE
and subcontractors, e.g., the survey is designed and
interpreted by LUKE.

[ o

Photo: Janne Poikolainen
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The Rural Barometer 2020 — Approach

Responses were collected through an online survey (Finnish-speaking population) and a telephone-informed survey
(Swedish-speaking population). Overall, there were 1788 respondents, that is Finnish citizens aged 15-79."

The Rural Barometer 2020 — Selected Findings

"A place for the good life" - The image of a good life
is much or very much associated with the countryside
by 61% of Finns. More positive images are associated
with rural than urban areas.

"l am both rural and urban” - 37% of Finns have a
double-identity: they consider themselves both rural
and urban.

"The countryside is the land of dreams” - 20% of
young urban dwellers consider the countryside to be
the place of their dreams.

"Rural development should be based primarily on the
needs of rural people.” - 39% of Finns strongly agree
with this statement.

Photo: Michael Kull

Costs

Development costs: In the beginning, when the whole survey is drafted, about 6 PM (senior experts) are needed,
depending on how wide-ranging the survey is supposed to be as to different dimensions, and how many respondent
groups there will be. After the first run about 3 PM should be enough for updating / improving questions and lists of
specific respondents.

Data Governance & Management costs: Senior experts on rural studies for the substance, and if possible,
professional survey companies to run the citizen sample with the help of their permanent panels. In Finland, the
survey (covering two languages and the above-mentioned different respondent groups) costs about € 42-45,000.
For one language only it would be €30-35,000.

Data analysis, processing & visualization: Planning work and interpretation done by a rural studies experts; in our
case about 5 PM. Much depends on how many “mobile” parts the survey has, and on the quality of reporting. If PPT
presentations and newsletters suffice, it is possible to do it with 1-1,5 PM. A proper scientific report needs 3-4 PM.

Data Infrastructure costs: It would be possible to conduct the survey using, for instance, Webropol, which could be
(almost) free of charge. However, to guarantee statistically representative samples and quality, professional
companies with their existing software and hardware might be used.

Data repositories / storage: We use the Finnish social science data archive (FSD)
(https://www.tuni.fi/en/research/finnish-social-science-data-archive), a national infrastructure with open access and
a part of CESSDA (PAN-EUROPEAN RESEARCH INFRASTRUCTURE). FSD is funded by the Ministry of
Education and Culture, and it does not cost us to preserve the barometer data there.

Costs for data documentation and assistance in data use: Data is stored in FSD. In most cases, policy-makers or
the media use the interpretations and presentations we have made available in the Barometer report or on the
website of MANE. Depending on quality and quantity, costs vary between 1 to 6 PM.

" More specifically, 294 young urban citizens, aged 15-29) took part. 579 respondents were from the Swedish-speaking population (aged
15-79). Respondents were also business decision-makers, e.g. CEOs, development managers, CFOs and others in similar positions
(industry, construction, trade and services (280 respondents) and public decision-makers, e.g. MPs, mayors and presidents of
city/commune councils, provincial governors and councillors, MEPs (237 respondents). Sixty-eight media representatives, incl. editors-in-
chief, news managers, regional editors, managing editors, political journalists, journalists (newspapers, TV, radio) took part. 121 “Rural
experts”, i.e. experts, researchers, civil servants, third sector actors working on and following rural issues took part as well.
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Data security costs: Included in the costs of the survey company and in our own budget. Data security costs have
increased a lot during the last 10-15 years, so it is wise to include them in the budget and PM.

The Barometer requires, by definition, repetition. 2-3-year intervals would be optimal. It is also important to design
the survey really well in the beginning, since the value of the Barometer decreases each time you change something.
in Finland, we have decided to have approximately one “mobile” section among the 6 themes of the barometer — a
set of questions that changes depending on what is regarded of current, urgent interest each time.

In addition, it is warmly recommended to use experts on qualitative attitude research at least in the beginning, when
designing the survey. It would also be great if we could, someday, have several European Rural Barometers, where
at least some of the sections would be formulated exactly the same way, to render comparisons possible.

Further information: hilkka.vininen@|uke.fi & michael.kull@l|uke.fi

The Département des Pyrénées Orientales (CD66) has set up a system for observing and monitoring traffic levels
on the roads it manages. As a local authority in the South of France, the CD66 is responsible for a network of
2,154 km of roads, serving an area of over 4,000 km? with a population of 480,000 (source: INSEE 2020).

To help manage its road network, CD66 produces
this data with several objectives in mind:

- To understand traffic trends and help decision-
making for long term general studies,

- Design road projects, in particular for sizing
pavement structures,

- Adapt measures taken in terms of worksite
operations, for example by choosing the time
slots with the least impact on traffic during
roadside mowing operations.

Photo: Pays Pyrénées Méditerranée

CD66 is responsible for all the stages involved in producing this data: from the installation and maintenance of the
meters to the collection, consolidation, and analysis of the data, right through to making the information available
on open data platforms. Two operators and one data administrator are working on this system, which relies on a
network of permanent, rotating and on-demand meters, as well as the ROUTE+ software and a virtual server for
data storage.
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Costs

BUDGET OF THE WHOLE INITIATIVE: A total of around €165,000 per year in operating costs for the whole the
department. This include human resources (€100,000/year), costs of replacing and maintaining meters (€ 62,000 /
year) including ROUTE+ software maintenance (€3,300 / year) and costs for acquisition and training (€ 30,000).

DATA GOVERNANCE & MANAGEMENT COSTS
Staff costs or PM: around €100,000 per year.

Costs for Data analysis: The processing and display of the data is carried out in house by the department's civil
servants, whose salary costs are aggregated.

Consolidation of collected data: the software draws attention to aberrant results, on the basis of which the
operators and the data administrator check it. The director of the roads department finally validates the data. Data
cleansing is carried out internally by the department's civil servants, whose salary costs are globalised.

DATA INFRASTRUCTURE COSTS:
SOFTWARE. The system is based on the ROUTE+ which costed around €30,000 to acquire (+ agent training).
Annual maintenance costs €3,300 excluding VAT/year.

HARDWARE. The system is based on meters, the hardware replacement and maintenance cost is approximately
€62,000/year.

Data repositories / storage: The data is stored on one of the 700 virtual servers of the Conseil Départemental des
Pyrénées-Orientales.

COSTS FOR DATA PROCESSING & VISUALIZATION: The processing and display of the data is carried out in
house by the department's civil servants, whose salary costs are aggregated. Processing the data and then
making it available on the open data platforms takes around 12 working days.

DATA SECURITY COSTS: The data is stored on one of the CD66's virtual servers, protected by a firewall. Data
access is allocated manually. Costs are therefore considered negligible today.

Further information: Jean-Claude Balagué, Département des Pyrénées-Orientales, jeanclaude.balague@cd66.fr.
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Home telecare is an uninterrupted telephone service with specific communications and computer equipment,
especially designed for elderly people, who live alone, and in order to pay immediate attention in the event of an
emergency. The system consists of an alarm unit carried by the person, a telephone terminal and a computerized
switchboard that receives the calls and is located in the Care Centre. The service allows users to communicate with
the center, which is staffed by specialized personnel, in the event of any emergency situation by simply pressing the
button on the device elderly people carry with them. This system is specific to rural local authorities (under 20,000
inhabitants). It is noteworthy that only one local entity, out of a total of 92, exceeds this number of inhabitants.

The service aims to provide an immediate response that allows communication between the user and the care center
24 hours a day, 365 days a year. This offer is complemented by a diary-reminder service for certain tasks, such as
the control of chronic medication or medical and social consultations. Other systems related to home automation
and care for the elderly are also being implemented. An example of this is the system for detecting the opening of
the doors of these people. Through a centralized system, it is possible to know the number of times a person opens
their door per day and if the opening range falls below a certain number, specific protocols are activated.

The extracted data

The background that allows for a strong territorial analysis of this health care or welfare system is the continuous
internal system of data collection. The data collection has both a statistical and a territorial level. On the one hand,
a large amount of information is collected for each procedure performed by each user. Depending on the year, the
number of users varies between 2000 and 3000 people, and the amount of information is large. Every time the user
presses the emergency button, the duration of the call and even, through a qualitative system, information on the
reasons for each of the emergencies can be collected. This analysis has led to preliminary internal conclusions that
one of the main causes of emergencies is motivated by unwanted loneliness in the last stage of life.

On the other hand, perhaps the most innovative information collection is implemented from a territorial point of view.
This is due to the geolocation of each of their users. In other words, there is the possibility of generating maps of
user points which, together with the above statistics and the geolocation of the service centers, can generate very
useful cartographic information systems. For example, by combining the number of emergency vehicles and users,
we can create maps of the flow of emergency vehicles throughout the province with wide-ranging densities that allow
us to draw relevant conclusions. On the other hand, it would allow us to obtain information on the distortion between
the location of services and users, areas of service reinforcement, areas of social exclusion or even distortions of
services in relation to the degree of urbanization or rural-urban areas.

Visualization and opening of data

As far as the visualization system is concerned, it is difficult to implement due to the high degree of protection of the
data processed. While it would be possible to display purely statistical data in anonymized form, this would be very
complex in terms of the territorial representation of the data. This is due to the fact that all mobility and service-user
distortion flows are based on the exact location of each user and therefore, the very location of the households
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eliminates the anonymity of the users. In any case, our Living Lab is starting to collect this data in order to analyze
it and then, if possible, develop appropriate reports or visualization systems.

Costs

The estimated budget of the whole initiative is complex as, in practice, it depends on different administrations.
Potential travel is carried out by regional institutions and the telecare program is funded by the provincial authority.
Similarly, data analysis is carried out by the university in collaboration with the provincial administration. In any case,
on the basis of the call for tenders in 2021, the contract is estimated to be at around €1,300,000.

Further information: &

Employees of the Faculty of Economics at KUT (Matgorzata Czerwinska-Jaskiewicz, Ph.D.; Patrycjusz Zarebski,
Ph.D.), collaborated with the Science for the Environment Foundation in their research on the creation of a
revitalization program in the communes of the West Pomeranian Voivodeship located in the Special Exclusion Zone.
The primary objective of this investigation was to identify a degraded area through an objective and comprehensive
assessment of social, economic, technical, environmental, and spatial issues. Based on the research, a model
(including diagnostic instruments) for socio-economic diagnosis was created, and a model for implementing social
revitalization was proposed.

To assess degraded areas in the commune, 22 indicators were used to describe the intensity of the phenomenon
within a given commune. These indicators were grouped according to their nature and information content into social,
economic, structural, spatial-functional, and environmental indicators. Data were obtained from public statistical
portals, including the Local Data Bank of the Central Statistical Office, the Commune Office, the District Labor Office,
and the Commune Social Welfare Center. The indicators adopted for evaluation were also optional, which was
helpful in considering the specific features of a given area, and the internal diversity of the analyzed analytical units.
The nature of these indicators was also determined. The indicators describing the phenomena were assessed
according to the principle that they indicate a crisis when their value exceeds the median for the entire set of analyzed
units. On this basis, a critical indicator was built. It is the basis for defining a degraded area, i.e. in a state of crisis
due to the concentration of negative social phenomena and negative phenomena of a different nature, i.e. economic
or environmental, spatial-functional or technical.

Problem phenomena and the causes of their occurrence were identified through an in-depth diagnosis based on
direct interviews, questionnaires, and focus group interviews. Revitalization areas were designated based on an in-
depth diagnosis using four research methods: individual direct survey - with village heads in the commune; IDI -
Individual In-Depth Interview, i.e. an individual in-depth interview — with people in power in the commune (mayor);
FGI (focus group Interview) — with local leaders in the commune; interviews, animations, and research walks with
residents of villages. Field research was carried out by appropriately selected and instructed interviewers - mostly
representatives of commune residents. These were people selected in terms of competencies, skills, and personal
predispositions, with good knowledge of the local environment.

The high usefulness of statistical data was ensured by the inclusion of local animators and independent mediators
in the research process, who, on the one hand, were responsible for social activation in a specific region on an
ongoing basis (and knew it well), and, on the other hand, were independent experts looking at a given area
objectively. The designation of revitalization areas took into account the participation of residents and local leaders.
Statistical diagnosis was made based on a set of 14 independent indicators. The revitalization area was designated
in places where, as a result of statistical analysis, an accumulation of problem phenomena was observed. In a further
stage of research, the development potential and the most urgent areas of intervention were considered. For this
purpose, various tools and methods of collecting information were used: interviews (based on a survey
questionnaire); direct animation meetings with various stakeholders; preparation of maps of resources and needs
directly by residents with the support of the Local Animator, as well as tutors and external specialists; focus meetings.
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Source: https://www.facebook.com/ndsfund/?locale=pl PL.

The model for diagnosing socio-economic structures and the original concept of implementing social revitalization
in rural areas were used to develop 18 Local Revitalization Programs (e.g.
https://bip.dobragmina.pl/strony/menu/139.dhtml)

108 investment projects were implemented in municipalities based on Local Revitalization Programs with the total
amount of PLN 6,000,955 (appr. 1,390,000 €). 720 residents (direct participants of revitalization projects) from 18
communes of the Special Inclusion Zone (including 490 people at risk of social exclusion) were covered by
substantive and animation support in the field of revitalization. Three projects used the diagnostic research
methodology to delimit degraded areas and implemented the social revitalization model.?

Revitalization projects were implemented in 2016-2021 by the Koszalin Regional Development Agency S.A., the
Koszalin Science for the Environment Foundation, Aktywa Plus, and 4C from Szczecin. These projects were
supported by funds from the European Social Fund and the state budget under the Regional Operational Program
of the West Pomeranian Voivodeship for 2014-2020 and in communes located in the Special Exclusion Zone
(based on the developed Local Revitalization Programs).'?

.
N

N
M
¥
.

Source: https://www.facebook.com/ndsfund/?locale=pl PL.

Data management and management costs: None for the user.

2 Project No. 1. "Revitalization in the communes of the West Pomeranian Voivodeship located in the Special Inclusion Zone", project
co-financed by the EU from the European Social Fund and the state budget under the Regional Operational Program of the West
Pomeranian Voivodeship for 2014-2020, contract number: UDARPZP.07.01. 0032K601/1600 of September 21, 2016, implementation
date: October 1, 2016 - December 31, 2016; Project No. 2. "Social Revitalization", a project financed by the EU from the European
Social Fund and the state budget under the Regional Operational Program of the West Pomeranian Voivodeship for 2014-2020, Co-
financing agreement No.: RPZP.07.01.0032K102/1800 of September 20, 2018. implementation date: 01/01/2019 -01/01/2021.

18 See for instance https:/nenp.facebook.com/spolecznarewitalizacja/videos/gmina-brojce-rewitalizacja-
sp0%C5%82eczna/250991843084847/; https://ne-np.facebook.com/spolecznarewitalizacja/videos/gmina-radowo-ma%C5%82e-
Sp0%C5%82eczna-rewitalizacja/4262501857190377.

30


https://www.facebook.com/ndsfund/?locale=pl_PL
https://bip.dobragmina.pl/strony/menu/139.dhtml
https://www.facebook.com/ndsfund/?locale=pl_PL
https://ne-np.facebook.com/spolecznarewitalizacja/videos/gmina-brojce-rewitalizacja-spo%C5%82eczna/250991843084847/
https://ne-np.facebook.com/spolecznarewitalizacja/videos/gmina-brojce-rewitalizacja-spo%C5%82eczna/250991843084847/
https://ne-np.facebook.com/spolecznarewitalizacja/videos/gmina-radowo-ma%C5%82e-spo%C5%82eczna-rewitalizacja/4262501857190377
https://ne-np.facebook.com/spolecznarewitalizacja/videos/gmina-radowo-ma%C5%82e-spo%C5%82eczna-rewitalizacja/4262501857190377

Indicator development: specialist knowledge in statistics and data management was needed, especially in the field
of social, economic, spatial-functional, technical, and environmental phenomena in rural areas. Knowledge of data
analysis is also necessary.

Further information:

In 2020, researchers at the James Hutton Institute were contacted by the Scottish Government to design, implement
and analyze the National Islands Plan Survey, which collected data from residents of Scotland’s islands on
perceptions and opinions on island life, which were aligned with strategic objectives of the

The survey implemented a customized subregional geography to inform both survey sampling and the reporting of
results, in order to identify diversity in lived experiences beneath the level of local authority regions; these regions

have subsequently been developed into an for Scotland through further work by National Records
of Scotland and the Scottish Government. The survey achieved 4,347 responses from 59 islands. However, in order
to expand the volume of results reported, a was published, enabling end users to generate

graphs and data summaries for 179 variables and tabulations with geographical, demographic and economic
characteristics of respondents. The tool demonstrates holistic experiences of island life and illustrates variations in
these between people and regions, and highlights the extended evidence base for a type of geography for which
there was limited data available.

The tool was published in 2021 and was developed as part of a short research project, using the Shiny package
within R. Cross-tables and weighted results summaries were pre-generated for the tool, with reproducible code
produced for their calculation. Some results showing figures for island regions, and the islands overall, were
weighted by island region, age group and gender cohorts in order to account for differences in response rates. Data
provided to the tool were screened, with variables and values redacted in places, to avoid the disclosure of data for
low numbers of people.
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Scottish National Islands Plan Survey (2020): results explorer

o4 | Scottish Government=== =k«
’A Riaghaltas na h-Alba Pughon

10 institute

This interface enables users to explore the results of the National Islands Pian Survey {2020), which was designed, distributed and analysed for the Scottish Government by the James Hutton
Institute. The survey was sent to 20,000 residents of the Scottish islands in October 2020 to coliect data on perceptions of key aspects of isiand life, reflecting the strategic objectives of the National

siands Plan (2019

The Final Report for the survey provides overall responses and a breakdown by subregion. These results, weighted by subregion, gender and age, are available within this tool, alongside other
(unweighted) cross-tables.

To display a summary graph and table, please a) select a question or variable (out of 179), b) choose the type of comparison that you are interested in, c) push the ‘Show data’ button.
Please note that diferences in responses displayed are nof necessarily statistically significant. Question and variable names may differ from the exact wordings used in the survey. In a very small
number of tables, not all groups are shown, as some groups have fewer than five respondents. Percentage values in tables (all except 'Number of responses’) are subject to rounding. For a map of
tne nine subregions, please see the following link: Map of isiand subregions.
Question or variable

(about your local area (within 3-4 miles of

your home)) It is easy for young people _

(under 40) who want to live and work here

todo so

Type of comparison

Age group -

Show data
Questionvariable: (about your local area (within 3-4 miles of your home}:) It is easy for young people (under 40) who want 1o live and work here to do so
Comparison: Age group - Unweighted figures. Age groups based on reported age.
Scale of bars = 100% of responses. Number of group responses shown beneaih bars

8833
e
age 1810 35
age 36 10 50
age 5110 65
‘age 66 and over

487
8
1316

Strongly disagree
Disagree

Neither agree nor disagree
Agree

Strongly agree

Don't know

Response age 181035 aged6to50 age51to65  age 66 and over
Strongly disagree 13.55 16.31 19.24 1877
Disagree 3162 35.90 3773 3784
Neither agree nor disagree 14.99 15.52 1451 13.60
Agree 30.18 2412 2n 19.38
Strongly agree 9.03 691 492 327
Don't know 062 125 249 714
Number of responses 487.00 883.00 1606.00 1316.00

Colour schemes within this too! sourced from Colorbrewer © Cynthia Brewer, Mark Harrower and The Pennsylvania State University (it orbrewer2 org). This interface accompanies The
National Isiands Pian Survey: Final Report, produced as part of Tender GR/2020/06 for the Scottish Government (Dr Ruth Wison - ruth.wiison@Aulton. ac.uk, with Jonatnan Hopkins, Margaret
Currie, Jackie Potts, Phoebe Somervail and Tam| Stevenson). This work was funded by the Rural & Environment Science & Analytical Services Division of the Scoitish Government. The researchers
would like 10 thank all survey respondents for sharing their experiences. Content shown does not necessanly represent the views of the Scottish Government or Scoltish Ministers. Interface
produced by Dr Jonatnan Hopkins - jonathan. hopkins@hutton.ac. uk

Screenshot of the tool, showing a comparison of perceptions by age group.

Costs

The project involved a team of six researchers with one leading on the tool development and publication. The tool
utilised existing skills in R/Shiny programming. Data hosting costs for the tool are currently zero, through a free
account at shinyapps.io, although a subscription was taken out for that account previously. The value of the whole
contract for the Survey was approximately €70,000.

Further information: jonathan.hopkins@hutton.ac.uk
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Nordic Service Mapper is an interactive online web-mapping tool that visualizes the proximity to different services
across the Nordic Region. It covers the territories of Denmark, Finland, Iceland, Norway, and Sweden as well as the
Faroe Islands and Aland. The tool includes four different types of services, namely grocery stores, pharmacies,
libraries, and schools. The tool was published in 2021 and it reflects the situation in December 2019.

Welcome to the Nordic Service Mapper

This interactive mapping tool visualises street-based proximity to different services across the
Nordic Region. The platform was made possible through funding from the Nordic Thematic
Group on Sustainable Rural Development 2017-2020

Sources: HERE Technologies (service locations and street data); National spatial data
infrastructures (population data on 1,000m grid-level) and OpenStreetMap.

The map shows street-based proximity for the population to various service categories. The
coloured areas show the populated areas across the Nordic countries and the colour represents the
distance to the nearest service facility in kilometres. The situation reflected is December 2019.

Various data aggregation and normalisation options are provided in the chart tool:

« by Eurostat degree of urbanisation at municipality level (1. Cities, 2. Intermediate, 3
Rural)
« by regional or municipal boundary (detailed zoom levels) selections
« by freehand area selection
The spatial analysis was done in ESRI’s Network analyst (closest facility). All network
calculations are cross-border. Bridges, ferry links, road hierarchies and one-way restrictions were
included in the analysis.

For enquiries please email us at maps@nordregio.org

Landing page of Nordic Service Mapper which can be access at http:/nordicservicemapper.org/

The tool shows street-based proximity for the population to various service categories at different geographical
levels. Various data aggregation and normalisation options are provided in the tool, including access to services at
regional and municipality level, according to the Eurostat Degree of Urbanisation at municipality level (cities,
intermediate, rural), and at a more spatially detailed grid-level and based on a freehand selection of areas.

Nordic Service Mapper also includes an infographic

Urban-rural typology -

tool which allows for visualising service accessibility
according to selected territories and service types in km  Accessibility to services, population-weighted Sl
the form of charts.
:
45
s
35
3 581
25
Visualization of accessibility to different service types s 311
in Finnish municipalities based on the Eurostat % “1,57
Degree of Urbanization classification in Nordic 0
Intermediate Rural Urban

Service Mapper’s infographic tool.
. Accessibility to groceries . Accessibility to educational services

@ Accessibility to pharmacies Accessibility to libraries

The calculations are based on spatial analysis carried out in ESRI’s Network Analyst (closest facility). Bridges, ferry
links, road hierarchies and one-way restrictions were considered and included in the calculations. All network
calculations have been done without considering national borders, which also enables for cross-border analysis.
The data sources used include data on service locations which were purchased from HERE Technologies,
population data on 1,000m x 1,000m grid-level and road network data from OpenStreetMap.
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Zooming in on the accessibility to groceries across a cross-border area in northern Finland and Sweden

Costs

The Nordic Service Mapper tool was developed by Nordregio in collaboration with Ubigu. The tool was created by
commission of the Nordic Thematic Group on Sustainable Rural Development (2017—2020) as part of the project
Regional disparities and the geography of service within the Nordic countries. Mats Stjernberg and Oskar Penje at
Nordregio led the project and the accessibility calculations were carried out in-house at Nordregio. The work to
create the web-mapping platform was led by Ubigu.

Data costs: The main costs were the costs for purchasing data on service points from Here technologies as well as
for working hours for carrying out the accessibility calculations and developing the web-mapping platform. The costs
for purchasing the service point data was around € 12.000.

Data analysis, processing & visualization: The number of PM for the carrying out the calculations and data
harmonisation including different methodological considerations was around four months. The development of the
web mapping platform also required around four months of work.

Further information: mats.stjernberg@nordregio.org
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The tool integrates text-to-image and image-to-text techniques to enhance accessibility and understanding of rural
land-use data. It enables efficient retrieval, association, and analysis of specific land use categories or features
within satellite imagery using textual queries or visual analysis.

Text Prompt to Similar Images

search images —
Images of road -
covered with Model F---------» = <
forest

Generated Text: “The
image consists of
medium to dense
G e g
residential area
surrounded with trees

and shrubs”

Similar
images/predict
land cover-use

understanding rural land use dynamics. It utilizes geolocations from LUCAS survey data to gather satellite imagery
from Bing and Sentinel-2 sources.

The tool currently utilizes sophisticated vision-language models to link
ground-level images with satellite imagery, providing crucial context for

Geo-Located Satellite Images

Geo-Tagged Ground 1\ |
Level image '

Bing Aerial Sentinel-2

Further, the textual modelling aspect enables the implementation of Text-to-Image and Image-to-Text search
methods, establishing essential connections between textual descriptions and visual representations. These
methodologies enable seamless interaction between textual and image data domains, enhancing the project's
comprehensive approach.

Through the comprehensive insights gained from the visual-language approach, the tool aims to empower
policymakers, researchers, and land managers. This support facilitates well-informed decisions in land use planning,
conservation strategies, and resource management. The ultimate goal is to leverage these advanced models to
effectively understand, monitor, and manage rural land use.

Costs

Data Collection: The project initially uses LUCAS 2018 survey data to acquire ground-level visual context across
Europe. Bing Aerial (15cm resolution) and Sentinel-2 (10m & 20m resolution) data are collected from Microsoft Bing
and Planetary Computer API services, amounting to 230,000 location images obtained so far.

Hardware Infrastructure: For model training, four GPUs are utilised to support the computational requirements. The
estimated cost for the infrastructure is 8,000€

Data Costs: As of now, Bing and Planetary Computer services from Microsoft offer free APIs for data collection.
However, downloading 230K images takes nearly a week.

Tool Cost: The development of the algorithm is estimated at 24PM. The foundational expenses for the tool would
encompass creating a user interface, an API, and backend infrastructure, along with utilising online cloud servers
like AWS, Google Cloud, or Microsoft Azure for model deployment. Additionally, there might be additional API fees
associated with utilizing satellite image retrieval services.

Further information: jain@iamm.fr.
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The Geo-Wiki platform provides anyone with the means to engage in monitoring of the Earth's surface by classifying
satellite, drone or ground-level imagery. Data can be input via desktop or mobile devices, with campaigns and games
used to incentivize input. These innovative techniques have been used to successfully integrate citizen-derived data
sources with expert and authoritative data to address pressing policy-related questions (e.g. European

environmental policy, SDG indicators and more).

“% Geo-Wiki Apps Viewer Data Science  About

. 7',.__,\."

Geo-Wiki

Earth Obseryation & Citizen Science

LAUNCH GEO-WIKI

Geo-Wiki is committed to closing large data gaps around the world for the most pressing global
challenges, including land use change, food security, pollution and socioeconomic indicators

58% 22,000

of environmental SDGs worldwide Geo-Wiki

lacking data contributors

Geo-Wiki was established in 2010 in the Novel Data Ecosystems for Sustainability research group, part of the
Advancing Systems Analysis Program at the International Institute for Applied Systems Analysis (IIASA)in
Laxenburg, Austria. Since its inception, Geo-Wiki has grown rapidly, with currently over 22,000 registered users
having contributed more than 18 million image classifications from around the world. Furthermore, the Geo-Wiki
toolbox has expanded to include numerous applications which help to address a variety of global challenges (e.g.,

land use change, food security, pollution and more).
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Motivations of contributors joining our citizen scientists campaigns.

Since its creation, multiple citizen
science campaigns in the form of
competitions have been carried out,
asking volunteers to perform visual
interpretation of VHR satellite imagery
in the Geo-Wiki platform on topics
related to land use and land cover
changes. Some of the recent
campaigns include defining the drivers
of tropical forest loss, validating the
global human settlement layer, and
defining the human impact on forests.
Within these campaigns we have
involved hundreds of volunteers from
more than 20 countries worldwide who
had interest to contribute to science
and become part of the growing Geo-
Wiki community. The figure above
illustrates their motivations.

To facilitate the process of visual
interpretation, volunteers have access
to specifically defined (for the
validation task at hand) Geo-Wiki
functionalities. The principle set of
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tools which the platform includes are implemented features like Sentinel Hub time series imagery, an NDVI tool for
measuring the Normalized Difference Vegetation Index and Google Earth history imagery. The quality of
contributions has been controlled from a group of experts during and after the campaigns and scientific publications
are used to share the data, which are later uploaded in public repositories to ensure transperancy of the entire
process.

Main development costs:

Initially, an early beta-version of Geo-Wiki was developed in partnership with the University of Freiburg, Germany
and the University of Wiener Neustadt, Austria, as part of the Geobene project. The development of the first, beta-
version lasted 6 months and the further development of the Geo-Wiki v.1. required around 1,5 person years of work.
There have been ongoing feature developments and improvements since 2011. In 2013 the first big refactoring of
the Geo-Wiki platform happened, which lasted approximately 10 months. This included database refactoring, as well
as moving to newer technologies and frameworks. Furthermore, we moved to using a content management system
(CMS) for e.g., the user management.

Software costs:
No software costs (we are using only open source/free software)

Hosting costs: Costs for
servers and services needed
for hosting the Geo-Wiki system
from 2011 until now:
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r

. - | GEO>**
) Wiki ULACO-Wiki

QPixel Validator
Forest
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\
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Certification ‘ \ C

Overview of the Geo-Wiki branches and data collection tools

HUMAN IMPACT ON TROPICAL FORESTS

total: 35.000€ (Nov 2011 - Oct
2023)

Initial costs in Nov. 2011:
70€/month.

Current costs in Oct. 2023:
500€/month  (the  monthly
hosting costs increased
because of more collection
tools & platforms & more
servers and services were
needed).

)
SHiow imags 20156208

sample Set Progress

The competition has
finished

A screenshot of the Geo-Wiki application branch for measuring human impact on tropical forests.

Further information: georgieva@iiasa.ac.at & mccallum@iiasa.ac.at
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This section summarizes the inspirational examples presented above. In the matrix below (table 2), you can find each case and key lessons learned. We highlight also the
expertise needed to conduct such an exercise and what types of costs to consider. In addition to policy implications of each case we also try to consider what could be the
next steps, both in relation to the case and as outlined by its authors but also in terms of potential replication elsewhere.

Table 2. Inspirational examples: Lessons learned, cost considerations, policy implications and ways forward

Case Key lessons learned Expertise needed Cost considerations Policy Implications Future considerations
Indicator to Effective collaboration, Expertise in statistics, data | Development costs linked to the The case will contribute valuable Work on SWB in Granular will
monitor the innovative indicator management, and data shared affiliation of the key insights for public policy by using continue. Exchange with other
subjective development, and a analysis, especially in the researcher, highlighting the large SWB datasets for policy national authorities in charge of

wellbeing of the
rural population
during the CAP
programming

period - Finland

commitment to transparency.

field of SWB, for successful
indicator development.

importance of such affiliations in
avoiding additional expenses.
Finnish Institute for Health and
Welfare (THL) collects data for other
purposes. Potential additional costs
ranging from 8,000 to 12,000 € if a
researcher with shared affiliation
was unavailable, requiring permits
from the Finnish Social and Health
Data Permit Authority (Findata).

evaluation in the context of the CAP
programming period.

the CAP welcome. (Fragility) of
the institutional structure and the
need for specific expertise are
identified as important
considerations for future
initiatives.

Rural Barometer
Finland

Careful planning, expertise,
and consideration of various
disciplines contribute to the
success and sustainability of
such surveys.

(Senior) experts in the field
of rural studies providing
subject matter expertise to
ensure the survey content
aligns with the objectives.
Experts in qualitative &
quantitative research
needed, too.

Development expenses of
approximately 9 PM for initial
drafting and updates, data
governance and management costs
ranging from €30,000 to €45,000 for
survey execution, along with
additional expenses for data
analysis, infrastructure,
documentation, and security.

Barometers may guide policymakers
in allocating resources to address
specific challenges identified in rural
areas. The emphasis on data
infrastructure, storage, and
documentation underscores the
importance of a data-driven
approach to governance. The
Barometer's use of citizen samples
and the involvement of different
respondent groups can encourage
public participation in policymaking.

Continuation of the Barometer in
a 2-3 year interval. Eventual
development of a European
Rural Barometer / a Barometer
elsewhere with standardized /
harmonized sections for
comparability might be worth to
exchange about.




Monitoring
mobility and road
traffic at local
scale in France

Well-planned and integrated
approach to traffic monitoring,
combining technology, human
resources, and governance
structures to effectively
manage road networks and
contribute to informed
decision-making in planning.

Combination of various
expertise incl. traffic
engineering, data
management, geospatial
analysis and planning.

A total of around €165,000 per year
in operating costs. Key cost
dimensions are categorized into
several areas. The largest portion of
the budget is for human resources
(€100,000 p.a.), covering salaries for
operators, data administrators, and
civil servants involved in data
analysis, consolidation, validation,
processing, and visualization.
Software costed appr. €30,000
(+agent training). Annual
maintenance costs €3,300 excl.
VAT.

Wide-ranging implications for public
policy, impacting areas such as
transportation, regional planning,
resource allocation, and
environmental sustainability, through
better understanding traffic trends
and through flexible and adaptive
approach to monitoring traffic levels.

Data generated by the system
can guide future road design,
adapting worksite operations and
infrastructure investments by
identifying areas with high traffic
volumes or congestion,
influencing decisions on road
expansions or alternative
transportation solutions.

Telecare for the
elderly at home —

Implementing telecare
programs for elderly

A diverse set of expertise
incl. telecommunications,

Costs are distributed across different
administrations, and the

Helps policymakers to address
issues of unwanted loneliness in the

System is still in the process of
collecting and analyzing data,

Galicia / Spain individuals living alone, healthcare, data science collaboration between regional elderly population, suggesting and efforts are being made to
especially in rural areas is and analytics able to institutions, the provincial authority, potential interventions to enhance develop appropriate reports or
multifaceted. The importance | address the technological and the university plays a role in the | social support. Geolocation data visualization systems while
of a holistic and data-driven infrastructure, data overall initiative. The estimated analysis underscores the importance | considering data protection
approach to improve the well- | analysis, user interface budget is around €1,300,000. of aligning service distribution with concerns. As society ages,
being of the target population | design, community demographic realities, guiding policymakers may need to
is emphasized. acceptance. Collaboration policymakers in optimizing resource consider scaling and adapting

with academic institutions allocation in rural areas such systems to meet the

for research and increasing demand for elderly

continuous evaluation. care, potentially reshaping
healthcare infrastructure and
service delivery models.

Functional & Research & subsequent Multidisciplinary approach Data costs were mentioned as none | Integrated approach to rural Outcomes of the revitalization

spatial diagnosis programs address complex and collaboration between | for the user. 18 Local Revitalization development; projects and the development of

for social development issues in rural academic, foundation, and Programs and 108 investment evidence-based decision-making; Local Revitalization Programs
revitalization - areas. Integration of regional development projects were implemented with a community engagement & may present a model that could

Poland community perspectives & entities. Indicator total cost of PLN 6,000,955 (appr. participation; be replicated in other regions

utilization of various research
methods underscore the
comprehensive nature of the
project

development required
specialist knowledge in
statistics, qualitative &
quantitative dada collection
and data management,
particularly in the context of
social, economic, spatial-
functional, technical, and
environmental phenomena
in rural areas.

1,390,000 €), supported by funds
from the ESF and the state budget.

tailored interventions for local
contexts;

funding mechanisms for rural
revitalization;

capacity building in rural areas;
social inclusion;

environmental sustainability.

facing similar challenges.
Policymakers may consider the
potential for scaling up
successful models to benefit a
broader range of communities.

Scottish National
Islands Plan
Survey

Comprehensive approach to
data collection, analysis, and
visualization provided

Expertise needed for areas
such as survey design and
implementation, geospatial

Value of the whole contract for the
survey, including the tool

National Islands Plan Survey and the
associated tool provide a rich source
of information for policymakers,

The survey, if repeated in the
future, could facilitate longitudinal
studies, allowing for the tracking
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valuable insights into the
experiences of residents on
Scotland's islands,
contributing to the
development and
implementation of the
National Islands Plan.

analysis, data analysis and

statistics, tool development,
communication, and policy

integration.

development, was approximately
€70,000.

The cost-effective use of existing
skills and free hosting options for the
tool also adds to the efficiency of the
project.

enabling them to design and
implement targeted policies that
address the specific needs and
aspirations of residents on Scotland's
islands.

of changes in perceptions and
opinions over time. Similar
surveys and tools could be
developed for other regions.

Web-mapping tool
to visualise
proximity to
different services
- Nordic countries

Valuable tool for visualizing
and analyzing the proximity of
various services in the Nordic
Region, considering factors
like degree of rurality, road
infrastructure, and cross-
border dynamics.

Spatial analysis, web
mapping platform
development, knowledge of
data harmonization
techniques, Geographic
information systems (GIS),
accessibility calculations,
OSM road network data.

Main costs included the purchase of
service point data, amounting to
around €12,000. Development of
web-mapping platform and the
accessibility calculations took
around four months each.

Insights into service accessibility at
different geographical levels may
inform public policies aimed at
reducing regional disparities by
identifying areas with limited access
to essential services — also across
national borders.

Ongoing updates and
incorporation of more recent data
could enhance its adaptability.
The tool's cross-border analysis
may facilitate collaboration and
coordinated efforts in addressing
common challenges across
Nordic territories.

Enhancing
accessibility &
understanding of
rural land use
data - EU

The tool utilizes sophisticated
vision-language models to
link ground-level images with
satellite imagery, providing
crucial context for
understanding rural land use
dynamics.

Integrating vision-language
models, utilizing
geolocation data, tool
development, analysis of
rural land use data from
ground-level images and
satellite imagery.

Hardware: for model training, four
GPUs are utilized to support the
computational requirements =
estimated cost for the infrastructure
is 8,000€. Different services offer
free APIs for data collection, but
downloading images take nearly a
week.

Tool cost / development of the
algorithm is estimated at 24PM.
Potential additional fees for satellite
image retrieval services and cloud
server deployment.

Successful integration of vision-
language models in analyzing rural
land use data offers policymakers a
tool to make informed decisions in
land use planning, conservation, and
resource management.

The ultimate goal is to leverage
these advanced models to
effectively understand, monitor,
and manage rural land use.
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Earth Observation
& Citizen Science
— Geo-Wiki

Geo-Wiki is a remarkable
example of harnessing the
collective capacity of
individuals worldwide to
contribute meaningfully to
scientific research and
address pressing global
challenges. Monitoring the
Earth's surface through
citizen engagement and data
classification, platform
integration of citizen-derived
data with expert and
authoritative sources helps to
address many policy-relevant
questions.

Combination of citizens and
experts including citizen
science platforms, earth
observation, remote
sensing, environmental
policy, data management,
technology development,
geospatial tools.

Development costs in months /
years: Early Beta-Version (6PM),
version 1 (1.5 years), big refactoring
(10 PM) + ongoing feature
development & improvement.

No software costs / open source/free
software used. Total Hosting Costs
(Nov 2011 - Oct 2023): 35,000€
Initial Hosting Costs 70€/month /
current Hosting Costs (Oct 2023):
500€/month. Increase in hosting
costs due to the need for more
collection tools & platforms,
additional servers, and services.

Integration of citizen-derived data
with expert sources has substantial
public policy implications by
providing robust and diverse
datasets for evidence-based
decision-making in areas like
environmental policy and SDGs. The
case highlights the potential for
collaborative citizen science
initiatives to inform and shape
policies addressing pressing global
challenges.

As the platform continues to
evolve, its impact on
policymaking, environmental
monitoring, and public
engagement holds the potential
to shift further towards more
inclusive and data-driven
approaches to address complex
global issues.
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7. Discussion, conclusions and going forward

In this deliverable, we approached the question of data and tools availability, as well as how different cost dimensions
unfold, including staff costs, capacity to work with data and infrastructure costs. We highlighted both costs for users
as well as development and maintenance costs. Many of the tools and methods presented in this deliverable serve
to get some initial information and knowledge for different types of user groups, ranging from the individual to
policymaker or planner at different governance levels. Our strategy was to approach this rather complex field by
focusing on three different areas that concern the GRANULAR project and paired with the hope that they serve to
inform and inspire people in the Living Labs and beyond:

1) Datasets/ tools identified in previous WP3 work and considered relevant for the work of GRANULAR. WP3
partners will continue to work with some of those. We presented them in this deliverable in the form of data
fiches.

2) A survey of national statistical offices and authorities — also to show what type of data is available from these
sources

3) Inspirational examples of data and tools that both Living Labs and GRANULAR partners work with, including a
summary matrix of key learnings, cost dimensions, policy implications and future considerations.

The Data Fiches

While the European Union's (EU) commitment to open data has significantly enhanced transparency and
accessibility of both official and research data, the effective use of such open data in rural territories comes with its
own set of challenges and associated costs. This discussion will focus on two critical aspects that emerged from the
27 data fiches of this deliverable: the necessity for capacity building in local territories in order to train personnel in
Geographic Information System (GIS) and data management, and the necessity for quality assessment through
validation with available local databases, complementary data collection and/or ground-truthing.

As shown in this deliverable, while numerous datasets are open and freely accessible, the effective use of this data
necessitates basic GIS and data management skills. Hiring an entry-level GIS technician is essential to navigate
and meaningfully analyse spatial data, ensuring its relevance to local contexts. In the EU, the estimated cost of
employing such personnel ranges from €30,000 to €40,000 annually.

Another significant challenge associated with open data is the variability in the quality of datasets. To ensure the
reliability of information for decision-making, data must undergo quality assessment before its use, through the
following processes: (i) leveraging locally available datasets or proxies; and/or (ii) engaging in complementary data
collection efforts and groundtruthing activities. While locally available datasets or proxies might serve as a cost-
effective initial validation step, it is often necessary to acquire additional data to supplement and enhance existing
datasets. Hiring personnel for such activities, including surveying and data verification, might lead to annual
expenses ranging from €25,000 to €35,000. Such comprehensive quality assessments can improve the reliability of
open data to ensure its usability for decision-making locally.

Survey

Survey results provide the reader with information — on a country-by-country level — about the main databases
openly available, containing data about rural development issues, the data domains in the open databases and
about the data types and finest resolutions openly available. All but one of the offices that took part in the survey
make data openly available. The main domains most frequently available and with relevance for rural development
and governance are demography, economy, agriculture and tourism / recreation. Since mobility data was provided
by only one-fourth of the offices and accessibility data, according to the survey, by only one non-EU country,
GRANULAR will make a very valuable contribution to fill this gap by providing new and novel datasets. Most of the
offices make tabular data available and more than half of those who responded to the survey, also grid-level data.


https://digital-strategy.ec.europa.eu/en/policies/open-data

Statistical offices also provide insights into how data is accessed, the associated costs, funding sources, and the
primary user groups and their preferences. They stressed that their customers have a demand for complex and
granular data, as well as indicators to follow up. There is also a need to understand rural-urban interrelations and
differences. Sound data is required for decision-making purposes and to understand and follow development and
change.

Future plans with repercussions for Living and Replication Labs, and beyond, include those bilateral efforts by
Statistics Sweden, Statistics Finland and the Finnish Environment Institute, possibly constructing a new local area
definition, inspired by the Swedish DeSO (Demographic Statistical Areas) and RegSO (Regional Statistical Areas)
to form coherent areas based on population clusters/ neighborhoods.

Inspirational Examples

As a general conclusion, the identification and tracking of costs, especially for the inspirational examples, was by
far not a straightforward exercise and probably the most challenging dimension of case description. Whilst some of
the examples are free for the user, development costs had different dimensions. Developers faced different
challenges but also managed to solve them through different means.

The inspirational examples were mostly free for us as a potential user or provided data at no costs. Yet, much also
depends on what the user wants to do with the data and tool. For a larger project, and more in-depth analyses, staff
with specific training, such as GIS, geography or statistics is needed. Likewise, for the replication of tools, naturally
costs occur, which we tried to describe as best as possible.

As a general observation, all data and tools providers faced different development costs, such as in relation to
software or hardware, data management systems or repositories, purchasing or generating data and last but not
least personnel costs. Tools development and calculations etc. require knowledge of data management, GIS,
statistics, geography or computing / software development.

Data visualization is an important cost factor for many initiatives (GeoWiki, Rural Barometer, Service Mapper). In
the case of telecare for the elderly in Ourense, and regarding visualization, difficulties are faced due to the high
degree of protection of the data processed.

Some of the examples also used external expertise, such as for web-mapping platforms (Nordic Service Mapper),
survey design and implementation (Rural Barometer) or data collected for a different purpose (SWB indicator).

The Geo-Wiki is a citizen science initiative par excellence. Anyone can engage via desktop or mobile devices in
monitoring the Earth’s surface. Further, volunteers facilitate the process of visual interpretation and data integration.
Costs occurred when the platform was developed and when refactoring / changing technologies and frameworks as
well as for hosting (services & servers). In addition, costs are incurred to establish and manage data collection
campaigns, along with data curation.

In the case of developing the indicator to follow SWB in the CAP, data accessibility and keeping costs fairly low was
based on key people’s affiliation with free access to data. Yet, this means dependency on individuals and fragility if
no more stable access to data at institutional level is build.

Geo-Wiki uses only open source/free software, thus, there are no software costs. Furthermore, the combination of
citizens and experts is remarkable. Likewise, in the cross-modality framework example, different services offered
free APIs for data collection but other costs, such as for tool and algorithm development, occurred.

Developers also stressed that whilst and since initiatives have started and investments have been made, it made
much sense to continue with and invest in newer data sets, also to identify trends and changes (e.g. Nordic Service
Mapper, Rural Barometer, Geo-Wiki). In the case of monitoring mobility and road traffic at local scale in France,
initial software investment in addition to annual maintenance and operational costs, enable the operators to better
understand traffic trends, help decision-making, design road projects, and adapt measures for worksite operations
and thus help to save costs elsewhere. The model for diagnosing socio-economic structures and the concept of
implementing social revitalization in rural areas developed in the communes of the West Pomeranian Voivodeship
were used to develop 18 Local Revitalization Programs, co-funded by national and EU ESF funds.
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8. Conclusion

As a conclusion, this deliverable showed that local actors have to face a diverse array of costs in order to grasp the
diversity within their territory. Traditional surveys demand investments in hiring and training surveyors, distributing
materials, and managing data entry processes, while more technologically-driven approaches (e.g. remote sensing)
incur significant expenses, such as the acquisition and interpretation of imagery coupled with the need for robust
technology infrastructure. Moreover, deploying sensor/meters networks necessitates induces costs for installation,
maintenance, and ensuring data quality. Even data collection methods based on citizen science have infrastructure
costs for running servers and personnel costs for data quality control.

On the analytical front, despite the free availability of many datasets that are relevant and useful for rural areas at
the appropriate granularity, their use is not without costs. Basic GIS and data management skills are essential for
effectively using and analyzing such data, and the necessity for complementary quality assessments for some
datasets further adds to the financial requirements. It thus appears necessary to improve local capacities in GIS,
data management and data collection skills through capacity building programs to ensure that rural territories can
effectively leverage open data for informed policymaking.

The key take-away from this analysis is that research teams together with rural territories (including Living and
Replication Labs) could leverage funding to build comprehensive capacity-building programs. Such programs could
be designed to deliver tailored online training that equip rural communities with the skills necessary for the effective
use of geospatial open data and data collection methods, with thematic applications relevant to current transitions
that rural areas face. Fostering collaboration and knowledge sharing about the use of open data for local policy
making should also be actively encouraged, promoting peer-to-peer learning and exchange of best practices among
rural territories. Moreover, supporting the development and deployment of innovative human resources
management by pooling personnel with specific skills between territories could ensure the sustainability of such
approaches. Lastly, streamlining data access and management processes is recommended to simplify the
procedures for rural territories, thereby reducing the logistical burden associated with accessing, managing, and
analyzing open data. By embracing these recommendations, the EU can significantly enhance the capacity of rural
regions to leverage open data for informed decision-making.

The EU has been promoting the concept of open data as part of its broader digital agenda and that certain
data should be freely available for anyone to use, reuse, and redistribute. Public sector information should be
available for reuse, promoting transparency and innovation. Implications of this study for the EU’s open data policy
include:

e Capacity Building and Training: The need for capacity building in local territories was highlighted,
adhering to the Open Data Directive, may involve training personnel in public sector bodies to effectively
manage and release data in accordance with the directive.

e Quality Assessment and Validation: The release of high-quality public sector information is encouraged
in the Directive. D3.2. emphasis on quality assessment and validation aligns with the Directive's objective
of ensuring the reliability and usability of data for decision-making.

e Cost Considerations: D3.2 discusses the costs associated with utilizing open data, including the need
for hiring personnel, conducting quality assessments, and data management. This aligns with the
Directive's goal of fostering fair competition and innovation by minimizing the costs associated with
reusing public sector information.

e User Preferences and Complex Data: The Directive encourages public sector bodies to take into
account user needs and preferences. D3.2 findings on user demands for complex and granular data
resonate with the Directive's focus on providing valuable information to users.

e Collaboration and Knowledge Sharing: D3.2 suggests collaboration, knowledge sharing, and peer-to-
peer learning, which aligns with the Directive's spirit of promoting cooperation among public sector bodies
to improve the availability and reuse of data.

e Sustainability and Accessibility: The recommendations in the document, such as comprehensive
capacity-building programs and streamlining data access processes, align with the Directive's goal of
ensuring the sustainability and accessibility of public sector information.
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e Innovation and Use of Open Data: D3.2 discussion of inspirational examples and the need for ongoing
investments in newer datasets align with the Directive's goal of fostering innovation and maximizing the
use of open data for societal and economic benefits.

Concerning the next steps in the project it is suggested that:

o  Work with data presented here continues, both as regards what was presented in the fiches, via different
tasks under WP3 as well as regards the inspirational examples.

e Living and Replication Labs may take a close look at the different data types and survey results presented
here and discuss whether some of the examples are of further interest or might potentially even been
replicated in their areas.

e Some of data, such as the Strava dataset, as the largest collection of human-powered transport
information in the world, would be worth exploring further by GRANULAR or the Living Labs, e.g. through
applying for free access.

e In the discussions — supported by WP 3 and other experts - Living and later Replication Labs should of
course reflect on their own needs, specific circumstances and eventual development challenges.

e  Readers are warmly welcome to reach out to the authors and contacts of each inspirational example and data
fiche to engage in discussing the options going forward.

e Continued Work with Data aligns with the Directive's encouragement for continuous efforts to improve
the availability and quality of public sector information.

e Encouraging Living and Replication Labs to examine survey results and inspirational examples aligns
with the Directive's emphasis on collaborative efforts to enhance data reuse. Reflecting on their needs
and circumstances resonates with the Directive's encouragement for public sector bodies to tailor their
practices to local conditions.

e Further exploration of specific datasets, such as the Strava dataset, aligns with the Directive's goal of
encouraging the release of diverse and valuable datasets.
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11.

Bulgaria

Croatia

Cyprus

Finland

Appendix 1 — Overview of national databases openly available, containing data about rural development

issues

The IS Infostat platform (htips://infostat.nsi.bg) publishes data relevant for rural development. It
includes business, demographic social, macroeconomic, environment energy and multi-domain
statistics. Data on population and housing census is available free of charge. Paid databases
provide users access to more detailed data at lower levels after disaggregation. Grid data for
population (total, age groups and sex) for 2011, 2021 is free of charge.

Several databases are available but not strictly connected with rural development issues. The so-
called PC-Axis databases are available at https://web.dzs.hr/PX-
Web e.asp?url=%22Eng/Archive/stat databases.htim%22. Some data available is at municipality
level. Grid 1000 is accessible, free of charge, at the GeoSTAT - Web GIS portal of the Croatian
Bureau of Statistics (https:/geostat.dzs.hr). The available grid-level data is on population — number
of populations, number of population by large age groups, population by educational attainment,
population by activity, business register (active business entities). Tourism data on accommodation
capacities and tourist arrivals and nights. The PC-Axis databases htips://web.dzs.hr) has some
data by municipalities. Some census data by settlements is available at
https://podaci.dzs.hr/en/statistics-in-line/. All data published online is free of charge. If special data
processing is needed for grid-level data, it is charged according to the subject’s hourly rate.

The main database by  Statistics Cyprus is CYSTAT-DB, available at
https://cystatdb.cystat.gov.cy/pxweb/en/8.CYSTAT-DB/. It contains data on agriculture, livestock,
fishing, business register, construction, education, energy, environment, external trade, health,
industry, information society, innovation, labor market, living conditions, social protection, national
accounts, population, price indices, public finance, research and development, services, tourism
and trade.

The main  database published by  Statistics Finland is called  StatFin
(https://www.stat.fi/tup/statfin/index_en.html). StatFin is freely accessible and includes data on
population, economy, housing, transport, tourism, consumption, prices, wages and salaries,
energy, enterprises etc. The Paavo database (hiips:/www.stat.fi/iup/paavo/index en.html)
contains data by postal code area on the population structure, education, income, housing,
workplaces, households' life stage etc. There is also a grid-level database with grid sizes of 250 m
x 250 m, 1 km x 1 km and 5 km x 5 km (https://www.stat.fi/tup/ruututietokanta). The grids cover the
whole of Finland, but this is not for free and charged based on number of licenses and grid
size. Data is available on the areas' population structure, level of education, income of inhabitants

Demography, N.a.

energy and health.

Agriculture, N.a.

demography,
economy, energy,
environment,
tourism / recreation,
transport.

Demography, N.a.

Health, Education,
ICT Usage.

Agriculture, N.a.

demography,
economy, energy,
environment,
housing,
infrastructure,
mobility, tourism /
recreation,
transport.

Grid data for population: Total population,
Age groups 0-14; 15-64 ;65+ and sex, for
2011 and 2021.

1km grid. Available data free of charge at
the GeoSTAT - Web GIS portal for the
Croatian Bureau of Statistics
https://geostat.dzs.hr/?lang=en.

1000m for grid-level data.

Population structure grid data 1km x 1km.
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France

Galicia
Spain

Greece

Hungary

/

and households, size and stage in life of households, buildings and dwellings, workplaces, and
main activities of inhabitants. Population structure grid data 1km x 1km is free of charge.
The geoservices.ign.fr site ( ) and its Géoservices catalogue
( ) by the Institut National de I'Information Géographique et
Forestiere (IGN) are of relevance for anyone interested in geodata and web services related to
rural development. Data on the site is free of charge and available under an open license and
accessible without registration. It contains, vector databases, maps, ortho-images, cadastral
parcels, 3D models as well as other applications and services. Information includes the Common
Agricultural Policy, forest geographical reference system, "Land-Sea Boundary" data, a Renewable
Energy Map Portal and Good Agricultural and Environmental Condition.
A second data source is by the Centre for Studies on Risks, the Environment, Mobility and Urban
Planning (CEREMA). Its catalogue with over 300 datasets, maps and series is open and available
at . Data covers such
fields like land cover, natural risks, energy use, habitats and biotopes and hydrography.
The Office frangais de la biodiversité with its partners feeds an information system on biodiversity,
with 14 datasets, services and maps, incl. characterization of Natura 2000 sites, protected natural
areas, inventory of Natural Areas of Ecological, Faunal and Floristic Interest etc.
( )
Thematic data and datasets on agriculture, culture and heritage, sustainable development and
energy, economics and statistics, eductaion and reserach, international and EU issues, health and
social issues, tourism and recreation, territories and transport can be found at
. This is the national portal for territorial knowledge providing open
and interoperable data to facilitate the exchange and sharing of data in support of public policies.
The main database openly available, containing data about rural development issuesof the Galician
Institute of Statistics is available at

Currently, there is no dissemination database openly available to the public. However, data files
available for the public are uploaded at the website of the Hellenic Statistics Authority (ELSTAT) in
the form of time series, tables and Public Use Files (PUFs). ELSTAT publishes statistical data on
its website at a level of analysis, where statistical confidentiality is not violated, and all users can
access them. Most of the data on ELSTAT's website refer to NUTS 2 level. Depending on the
limitations set due to statistical confidentiality, some data refer also to NUTS 3 level and few data
(mainly population data) to LAU level. Statistical data that allow the indirect identification of
statistical units are provided to users under certain conditions. Tailor-made data based on user
requirements are generally priced. The cost of providing these data depends on the number of
man-days required for their compilation by ELSTAT staff. The pricing policy of ELSTAT is available
here: .

There is no dedicated database for rural development data, but the main database contains data
on agriculture, environment, and many aspects of territorial data. The data can be downloaded in
csv and xlsx format and are free of charge. The database can be accessed here:

N.a. N.a. Grid-level data.

Demography, N.a. Spatial distribution of the characteristics of

economy, tourism / the population of Galicia by grid of 1km2.

recreation.

N.a. N.a. R&D, innovation, population data at NUTS-
2 level.

Agriculture, N.a. Grid-level data. Charging for the data is not

demography, determined by the level of resolution or the

economy, energy,
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Ireland

Italy

Moldova

Poland

Predefined data tables in the
STADAT system also contain data on the abovementioned topics, however, this is not a database,
but ready-made tables are available, which can also be downloaded in csv and xIsx, also free of
charge. The STADAT-system is available here:
The third main resource where users can find territorial data is the Interactive Mapplng Application,
accessible here: . Data can be downloaded from this interface,
from the attribute table in csv. Unlike the aforementioned two sources, this application also contains
grid-level data.
The Central Statistics Office (CSO) of Ireland produces a wide range of statistics. This includes
business sectors including agriculture and fisheries, census data, data on the economy,
environment, labour market, people and society as well as other themed publications. CSO's
PxStat Open Data Platform is available at . Data published on the platform is
also provided by other public sector databases, such as by the Department of Agriculture, Food
and the Marine, the Department of Housing, Local Government and Heritage, the Sustainable
Energy authority etc.
: IstatData is the latest aggregate data dissemination platform of the ltalian National Institute of
Statistics (Istat) and available at . It makes use of the
open-source tools “Data Browser” and “Meta & Data Manager” developed by Istat following the
international SDMX (Statistical Data and Metadata eXchange) standard for exchanging and
sharing statistical data and metadata. Currently, six themes are covered: National Accounts,
Population and Households, Household Economic Conditions, Agriculture, Enterprises, Welfare
and Pension. Time Series ( ) contains over 1,500
time series organized into 22 thematic areas made available to inform abot the environmental,
social and economic changes in ltaly.
The statistical databank of Statistics Moldova is available at Lt
contains data on environment, population and demographic processes, social statistics, economic
statistics, gender statistics, and regional statistics.

The Knowledge Database ( ) by Statistics Poland contains 31 domain
areas including Demography, Education, Energy, Social economy, Municipal and housing
infrastructure, Agriculture, Labor Market, Transport, Tourism, Living conditions, Health and
healthcare. For some indicators data is available by voivodships, in the case of demographic data
and of local government unit budgets also for lower levels of territorial division. The Knowledge
Database is a publicly available and free of charge. Furthermore, there is also a Centre for Rural

environment,

health, housing,

infrastructure,

tourism / recreation,

transport.

See left. Grid-level,
tabular &
vector data.

See left. Tabular and
vector data.

Accessibility, Raster &

agriculture, tabular data.

demography,

economy, energy,

environment,

health, housing,

infrastructure,

mobility, tourism /

recreation,

transport.

N.a. N.a.

theme but by the capacity it requires from
the statisticians to prepare the data.

Small-area data, for which are units with an
average of 50-100 households in each.
Grid-level data is free, and if it is not
available, €80-200 are charged for
customers from the private sector.

Agricultural plot level.

Currently the office disseminates at the level
of communes (with a commune being
formed of one or several villages) — both in
the Statistical databank and as static maps
in its publications. In 2024, the office plans
to carry out a Population and Housing
Census and will then have available spatial
data both at vector and grid-level. Currently,
the office does not provide spatial data
against a fee.

NUTS 2.
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Portugal

Scotland

Serbia

Slovakia

Statistics  ( ) and a Small Areas Statistics Centre
( ) in addition to regional statistics centers throughout the country.
( ). EUROSTAT Economic accounts for agriculture - values
at current prices and Economic accounts for agriculture - values at n-1 prices are available, too.

The main database openly available, containing data about rural development issues of Statistics
Portugal is available here

Themes also include Agriculture, forest and fisheries.

The main database openly available, containing data about rural areas are the 1) National
Performance  Framework (

) with 26 out of 81 indicators providing data for Rural Scotland and the 2)
Rural Scotland Key Facts 2021 (

) and a considerable number of sources. There are several public sector open
data portals, most allow for publication of data at the 3* level of openness (csv or equivalent).
Many of Scottish Government statistics is available online, for free and without restrictions. It
contains around 300 open datasets and reference material, mainly at the 5* level — the highest
level of openness, with associated metadata.

The main database openly available, containing data about rural development issues of the
Statistical Office of the Republic of Serbia is available here:

The main database openly available, containing data about rural development issues of Slovak
Statistics is called DataCube and is available at . It contains
multidimensional tables for indicators of economic and socio-economic development, for the
following areas: demographic and social statistics, macroeconomic statistics, business statistics,

Agriculture,
demography,
economy, energy,
environment,
health, housing,
mobility, tourism /
recreation,
transport in addition
to culture, prices,
living conditions.

N.a. N.a.
Accessibility, N.a.
agriculture,

demography,

economy, energy,
environment,
health, housing,
infrastructure,
tourism / recreation,
transport.

Accessibility, N.a.

agriculture,
demography,
economy, energy,
environment,

According to Tim Berners-Lee, open data can be published at various levels of openness (see 5-star Open Data (5stardata.info).

Grid-level
tabular data.

& | For the Population and housing Census grid

of 1km2 is free of charge. For some of the
other domains, data is at parish-level.

Grid-level data.

Spatial resolution depends on the coverage
of statistical survey, from which the dataset
is produced. In the annual plan of statistical
surveys, the spatial resolution of available
datasets which are free of charge is defined.

Municipalities - especially demographic
data. All data in the database are free of
charge.
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Slovenia

Sweden

sector statistics, environment, multi-domain statistics and selected tables of the Eurostat database.
1 km x 1 km grid-level data is available from the 2011 and 2021 census:

The main database openly available, containing data about rural development issues of Statistics
Slovenia is available at

The majority of Statistics Sweden's statistics are openly available at "Statistikdatabasen"

(Statistical database) ( ). In addition, other
data openly available from Statistics ~ Sweden includes  geospatial  data
( ). Furthermore, there are 29 different

public agencies, which publish official statistics, and partly cover other topics than Statistics
Sweden:

. Furthermore, in addition to Statistics Sweden, other agencies
also publish similar data (including geospatial data/GIS layers). In addition to the database
mentioned above, there are also data at the following spatial resolution, which fully or partly go
below municipal level: Grid statistics, preschools and agency and municipal offices, localities and
small localities, holiday-home areas, retail trade areas, activities zones, and RegSO (Regional
Statistical Areas). For accessing the GIS layers, please see:

health, housing,
infrastructure,
tourism / recreation,
transport.
Agriculture,
demography,
economy, energy,
environment,
housing,
infrastructure,
mobility, tourism /
recreation,
transport.
Agriculture,
demography,
economy, energy,
environment,
housing,
infrastructure,
mobility, tourism /
recreation,
transport.

Grid-level,
point, tabular
& vector
data.

Grid-level data available at the STAGE
pages at . All
data at Statistics Slovenia is free of charge.

Grid-level data in Sweden is free of charge.
In the database mentioned previously,
some statistics are made available
according to DeSO, "Demografiska
statistikomraden" (in English: "Demographic

Statistical Areas"). There are also
corresponding GIS layers available. For
more information, please see
or
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https://scb.se/hitta-statistik/regional-statistik-och-kartor/regionala-indelningar/deso---demografiska-statistikomraden/
https://scb.se/hitta-statistik/regional-statistik-och-kartor/regionala-indelningar/deso---demografiska-statistikomraden/
https://scb.se/hitta-statistik/regional-statistik-och-kartor/regionala-indelningar/deso---demografiska-statistikomraden/
https://www.scb.se/en/services/open-data-api/open-geodata/deso--demographic-statistical-areas/
https://www.scb.se/en/services/open-data-api/open-geodata/deso--demographic-statistical-areas/
https://www.scb.se/en/services/open-data-api/open-geodata/deso--demographic-statistical-areas/

12.

Appendix 2 - Data Fiches

penStreetMap

Indicator class: Accessibility
Data
Class: Crowdsourcing — Routing engines

Type: Origins = Destinations matrices / itinaries (lines) / Isochrones
License: Data Commons Open Database license

Spatial

Resolutian: Itinaries from arigin/
destination points

Extent: World

Granularity: Roads included in the
O5M database and its attributes
[max speed),

Coordinate System: WGS 1984
(EPSG: 4326)

Temporal

Reselution: Up-to-date {depend
on 05M)

Extent: Not relevant

Frequency: Centinuously updated

Description:
Several open-source routling engines S e p ot e s e e s

compute travel time matrices between origins and destinations (OSRM, Valhalla, Graphhopper,
Openrouteservice, pgRouting). All these engines use the OSM road network. It requires as input a
set of origin/destination points. Outputs are usually routes, trips, isochrones and travel distance
matrices (travel ime or kilometric distance). For our concerns, the travel distance matrices will
make possible the computation of accessibility indicators.

Routing engines suppaorts profiles, representing routing behavior for different transport modes
like car, bike and foot. For the car profile, the OSMtag maxspeed is used to calculate distance
and travel time between two points. If the maximum speed information is missing, which is
frequently the case (only 7.4 % of all road elements stored this value in 2019), predefined speed
limits for each country are applied.

Bike profile avoids road without bicycle access. Some routing engines, such as Valhalla, provides
also digital elevation model (DEM) data as the resultof the query. Penalties are applied to roads
based on elevation change and grade,

Multimodal models (using several transport profiles for a same route) are not implemented at
the moment, but associated documentation of some routing engines (Valhalla, namely) specifies
that the implementation of the feature is strongly envisaged forthe future.

Hew o site

£ OpenSireethan contributars

[rata File Size
europe-latest.osm.pbf: 27.6 GB (input) / depending on O/0 (output)

File format: pbf (input) / csv [output)
USER COSTS

Free & open Access

Data Infrastructure

Infra needed (software, hardware): A modern computer with 32 GB RAM or
more.

Data repositories / storage needed: Routing outputs may be usufully stored
[O/D matrices) in a csv format. Size depending on the number of O/D points
considered.

Data Governance & Management

grc;ffbc;ustsrﬂdwn«ced computer f GIS skills {Docker). Advanced knowledge of the OSM
atabase.

Data analysis needed: No. Require relevant Origin/Destionation points as an input.

Quality assurance: The road network avallable in DpenSlreetMaE can be considered of
good quality : A completeness analysis led by Barrington-Leigh (2019) based on satellite
imagery, multilevel regression and postratification model argued that %bobarl'.; Q5M is
~ complete, and more than 40% of countries-incuding several in the developin
world have a ful'i'.r mapped street network, :oncfuding that in many places, researchers
and policy makers can rely on the completeness of O5M, or will soon be able to do so.

Qutputs of these routin%englnes deliver theoretical travel time, without traffic
congestion, This should be taken into account, especially in urban contexts,

The choice of the routin? engine depends on several aspects: the activity of the project,
hardware requirement, features of the routing engine [turn restrictions, elevation, time
awareness), costing optiens (influence of the route finding with many custom
factor/penalties/costs. e.g. avold highways),

For the needs of the GRANULAR p:lr'ojnal:ft_'f'E uirérm to cover all Europe (heawvy
ites,

calculations) and several transport pro and Valhalla routing engines appear
the most suitable solutions.

Data documentationand / or assistance in data use
Luxen, 2011, Real-time routing with OpenStreethiap data

OSRM github repository

la github repository

Giraud, 2023, How to Build a Europe ide O5RM Server on a Desktop Computer
Valhallr: & tidy Interface to the Valhalla Routing Engine

Compilation of the fiche by: Ronan Ysebaert 8 Marianne Guérois (CNRS)
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Carbon budget in the EU
agricultural soils

Indicator class: Regional

Data

Class: Model

Type: Raster

License: under NO CIRCUMSTANCES are these data passed to third parties. They

can be used for any purpose, including commercial gain.

DOI:10.1111/ej55.13315
A

Spatial M R
Resolution: 1X1km 4 ! : e ﬂl
Extent: EU v Sy
Granularity: Gridded ;

Coordinate System: e o
ETRS_1985 LAEA_ . P
L52 M10 :
Temporal
Resolution: Yearly i
Extent: 2016-2100 < o« %
Freguency: not applicable

Description:

C budget in the EU agricultural soils including lateral C fluxes

Soil play a significant environmental role in balancing the climate as it currently
acts as a carbon sink, sequestering CO2 from the atmosphere into soil organic
carbon. This dataset tracks the possible transformations of the organic carbon
across the landscape by using a biogeochemistry-erosion model to quantify the
impact of future climate on the carbon cycle. Taking into account all the
additional feedbacks and C fluxes due to displacement by erosion, it is estimated
that there will be a net source of 0,92 to 10.1 Tg C year-1 from agricultural soils
in the European Union to the atmosphere over the period 2016-2100, These
ranges represented a weaker and stronger C source compared to a simulation
without erosion (1.8 Tg C year—1), respectively, and were dependent on the
erosion-driven C loss parameterization, which is still very uncertain.

Horw tocite

Dataset:

Lugata, E., Smith, P., Borrell, P., Panagas, P.. Ballsbio, C., Orglarzi, A., Fernandez-Ugside, 0., Mantanarella, L., Jones, A, 2018,
Sqil erozion (= wnlikely to drive a future carbon sink in Eurgpe. Schence Advences. 4, ssaul523,

Data File Size
700 MB
File format: GeoTIFF

USER COSTS

Free of charge & Access limited (request form)

Data Infrastructure

Infra needed: GIS (QGIS for example) or software environment for statistical
computing (R)

Data repositories / storage needed: Datasets are hosted on ESDAC and made
availablefor free.

Data Governance & Management

Staff costs: Data can be easilydownloaded. Its use requires a certain expertise in
the world of geographic information and the structure of LPIS data (low level GIS
Technician ~25,000€ + charges per year)

Data analysis needed: None for simplevisualisationrequires runninga R code
(supplied) to run simulations

Quality assurance: Data are model-based and might contain errors. Any error or
omissionshould be noted and reported to the JRC.

Data documentation and / or assistance in data use
https://esdac.jrc.ec.europa.eu/content/carbon -budget-eu-agricultural -soils

Compilation of the fiche by Tristan Berchoux (IAMM)
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By JRC

URL: https

Cover Crops across Europe

Indicator class: Regional

Data

Class: Satellite + Survey

Type: Raster

License:

DOI: hitps://daiorg/10.1016/j scitoteny.2023.162300 \ 4 -
 spatial b \ S|
' Resolution: 100 m 2 ’

E Extent: EU + UK

| Granularity: Gridded ~

| Coordinate System: EPSG:3035 V; 4%,
Temporal
Resolution: Yearly

Extent: 2016
Frequency: n/a

Description:Disaggregated map of cover

crops occurrence for Europe and the UK
Despite the growing importance given to
cover crops as a sustainable agricultural
practice, the availability of spatial data about
them is scarce. The best information
available is regionally aggregated survey
data, which, although indicative, hindersthe development of spatially accurate
studies. Using a disaggregation model, this dataset combines satellite data (Sentinel-1)
with aggregated survey data to generate a high-resolution map of cover crops for
Europe and the United Kingdom for the reference year of 2016, The map was validated
with parcel-level data in France, where overall good results were found, with regional
variations. This dataset includes the median, standard deviation, 5Sth and 95th
percentiles of the predicted cover crop fraction. Such a fraction is assumed to vary
between 0% (i.e., no cover crops inthe pixel)to 100% (i.e., pixel completely cavered by
cover crops). The values in the raster files are multiplied by 100 to facilitate
compression, For instance, a raster value of 1234 corresponds to a 12.34% cover crops
fraction. The dataset aims to replace the practice commonly found in the literature of
assigning ageregated values to agricultural pixels by randomly sampling them in space.,
It can be useful for researchers and practitioners requiring spatially explicit knowledge
of cover.

How tocite

Dataset:

Fendrich, A, N, Matthews, F,, Van Eynce, E,, Carozzi, M., U, Z, d'Andrimont, R,, Lugato, E, Martin, P, Ciais, P, Panagos, P,, 2023

From regional to parcel scale: A high-resolution map of cover crops across Europe combining sateliite data with statistical
suveys, Science of the Total Emdronment, pp.162300, https /g0l om/10.A015 ] scitoteny, 2023 162300

Data File Size
~1 GB
File format: GeoTIFF

Free & open Access (Registration needed)

Data Infrastructure
Infra needed: GIS (QGIS for example) or software environment for statistical
computing (R)

Data repositories / storage needed: Datasets are hosted on ESDAC and made
availablefor free upon request.

Data Governance & Management

Staff costs: Data can be easilydownloaded after completing the request form.
Its use requires a certain expertise in the world of geographic information (low
level GIS Technician ~25,000€ + charges per year)

Data analysis needed: None for simplevisualisation

Quality assurance: Data has good results (validationwith parcel-level data in
France) but no other detailsare given. No layer of qualityassessmentif given.

Data documentation and / or assistance in data use

https://esdac.jrc.ec.europa.eu/content/cover -crops-accross -europe

Compilation of the fiche by Tristan Berchoux (IAMM)
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EuroCrops

Indicator class: Regional

Data
Class: Compilation of government datasets
Type: Vector
License: Creative Commons Attribution-
ShareAlike 4.0 International License
DOI: https://doi.org/10.5281/zenodo. 7476474
patia
| Resglution: not applicable
| Extent: 17 Member States across EU (in
green)
Granularity: Parcel level (sub-communal]
| Coordinate System: Projected (country |
| specific) l‘.
Temporal &

Resolution; Yearly {3
Extent; 2015-2023
Frequency: Annual

Description: e
Land Parcel Identification Systems (LPI5) data cover the essential part c-f the
spatial information used to support Integrated Administration and Control
System (IACS) applications under the common agricultural policy (CAP). It is
individually collected from the member states and contains georeferenced blocks
of agricultural parcels that have been identified and are eligible for EU aid
application. This data usually shows the main crop for a certain year as the
subsidy is granted with respect to that,

The EurcCrops data combines all publicly available self-declared crop reporting
datasets from countries of the European Union. As the raw data obtained from
the countries does not come in a unified, machine-readable taxonomy, the
EuroCrops data rely on a Hierarchical Crop and Agriculture Taxonomy (HCAT)
that harmonises all declared crops across the European Union,

Heow to cite

Dataset: Schneider, M., Chan, A, & Kdmer, M. (2023). EuroCrops [Data set]. Zenodo.
htips:dai.ongM 05281 2enodo, 10118572

DataFile5ize

9.3 GB {for the 17 countries listed below), between 100MB and 2.6 GB for one
country

File format: zip file (containing shp) and csv

USER COSTS

Free & open Access
for Austria, Belgium, Czech Republic, Germany, Denmark, Estonia, Spain, France,
Croatia, Lithuania, Latvia, Netherlands, Portugal, Romania, Sweden, Slovenia,
Slovakia

Data Infrastructure

Infro needed: GIS (QGIS for example) or software environment for statistical
computing (R for example)

Data repositaries / storage needed: Datasets are hosted on Zenodo and made
available for free.

Data Governance & Management

Staff costs: Data can be easily downloaded. Its use requires a certain expertise in
the world of geographic information and the structure of LPIS data (low level GIS
Technician ~25,000€ + charges per year)

Data analysis needed: None for simple visualisation of crops

Quality assurance: Data and annotations are derived from self-declarations by
farmers receiving subsidies under the commeon agricultural policy (CAP) of the
European Commission (EC), with the usual caveat of possible errors. Moreover,
this data does not represent the complete state of agricultural crops that are

cultivated in each member state as fields from farmers that do not receive
subsidies from the CAP are not represented.

Data documentation and [ or assistance in data use
Github

Wiki
Zenodo

Compilation of the fiche by Tristan Berchoux (IAMM)
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By ECMWF

ERAS historic climate variables . https://www.mapillary.com/

Indicator class: Residential;

Data
Class:
Type:
License:

DOI:

Spatial Temperature diﬂeve bgtwven and 1981-2010
Resolution NA e TR Goy
Extent: Global

Granularity32km

CoordinateSystem:

Decimal Degrees)at/lor
Temporal

Resolution: hourly
Extent: 1940 -
Frequency: Daily

g |
]
|

Description:

ERAS is the fifth generation ECMWF atmospheric reanalysis of the global climate
covering the period from January 1940 to present. It is produced by the
Copernicus Climate Change Service (C3S) at ECMWF and provides hourly
estimates of a large number of atmospheric, land and oceanic climate variables.
The data cover the Earth on a 31km grid and resolve the atmosphere using 137
levels from the surface up to a height of 80km. ERAS includes an ensemble
component at half the resolution to provide information on synoptic uncertainty
of its products.

How to cite
Dataset:
For ERAS-complete:

Hersbach, H., Bell, B., Berrisford, P., Hirahara, S., Horanyi, A., Mufioz-Sabater , J., Nicolas, J., Peubey, C., Radu, R., Schepers, D.,
Simmons , A., Soci, C., Abdalla, S., Abellan, X., Balsamo, G., Bechtold , P., Biavati, G., Bidlot, J., Bonavita, M., De Chiara, G.,
Dahlgren, P., Dee, D., Diamantakis, M., Dragani, R., Flemming, J., Forbes, R., Fuentes, M., Geer, A., Haimberger, L, Healy, S.,
Hogan, R.J., Hélm, E., Janiskova, M., Keeley, S., Laloyaux, P., Lopez, P., Lupu, C., Radnoti, G., de Rosnay, P., Rozum, |., Vamborg, F.,
Villaume, S., Thépaut, J-N. (2017): Complete ERAS from 1940:  Fifth generation of ECMWF atmospheric reanalyses of the global
climate. Copernicus Climate Change Service (C3S) Data Store (CDS). DOI: 10.24381/cds.143582cf (  Accessed on DD-MMM-YYYY)

[rata File Size
Global dataset: The whole historic dataset for all the multiple variakles Is in the crder of
petabytes, Single variables for one time for the globe are in the order of few gigabytes,

File format: GRIP, NETCDF

USER COSTS

Free & open Access

Data Infrastructure

GIS software, depending on the size — more or less sophisticated data
infrastructure is needed.

Data Governance & Management

Data extraction and handling for large amounts. For smaller areas and time
frames, no particular hardware is needed.

1 PM to cater the data for a specific local purpose,

Data documentation and / or assistance in data use
https://confluence.ecmwi.int/display/CKB/ERA5%3A+data+documentation

Compilation of the fiche by lan McCallum & Martin Hofer (IlASA)
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ridclim

Global climate and

Indicator class: Environmental;

& \WorldClim

FEEF

Data
Class: Model-based
Type: Geo-tiff

License: of CMIPS climaes anomalees. Temperamrs is m A°C. Precyperaiion 15 relatrve to historscal precgesanon

Meode] [ACCESE-ESM1-E v S5P[ 126 w| Variable min sarep v | Tume [ 7071:2080 w | Add B

Spatial

Resolution: 10, 5,
2.5 minutes,

30 seconds

Extent: Global
Granularity: Gridded
Coordinate System: Geographic WG584

Temporal

Resolution: Historical climate data, Historical monthly weather data, Future
climate data,

Extent: 1970— 2000, 1960-2018, The monthly values were averages over 20
year periods (2021-2040, 241-2060, 2061-2080, 2081-2100).

Frequency: version 2.1 released
in 2020.

Description:

WorldClim is a database of high spatial resclution global weather and climate
data. These data can be used for mapping and spatial modeling. The data are
provided for usein research and related activities; and some specialized skill and
knowledge is needed to use them (here is some help).

How to cite
Fick, S.E. and R.L Hijmans, 2017, WerddClm 2- new Tkm spatial resolution climate surfaces

areas. Intemational loumal of Climatology 37 (120 4302-4315

s for global land

Data File Size
Global dataset zipped: The largest files for the 1km?2 global products on the order
of 4GB, The 10 minute global grid is by compariosn only 40 ME,

File format: .zip, .tif

COSTS

Free 8 open Access

Data Infrastructure

Infrastructure needed: Minimal infrastructure needed. These datasets are
relatively small, and can simply be downloaded directly, or can be found
e.g. via R. Packages (geodata)

Data Governance & Management

Data analysis needed; The files come ready to use with little reprocessing
required. Nonetheless, basic GIS and climate expertise is required to fully
undertand and work with the files.

Staff costs: with basic data handling skills this data can be acquired and
processed for Ingestion into models ete. In a short time — meaning costs are
negligible.

Data documentation and / or assistance in data use
https://www.worldclim.org/data/worldclim21.html

Good documentation is available at worldclim.org.

Furthermore, the pre-processing effort that has gone into producing this dataset
ensures that it is easy to work with.

Compilation of the fiche by lan McCallum & Martin Hofer (IIASA)
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By Joint Reseach Centre (JRC)
URL:

GHS-POP

Indicator class: Demography, residential &

Data

Class:Census-based + Remote -sensing

Type: Raster, GeoTIFF .
License: Full Open Access (Creative Commons --_ -
Attribution 4.0 International License) :
DOI: 10.2905/2FF68A52-5B5B-4A22-8F 40-C41DA8332CFE

= S

Spatial
Resolution: 100m, 1 km, 3 arcseg 30 arcsec
Extent: Global

Granularity Gridded

Coordinate System: World Mollweide
(ESRI: 54009) and WGS 1984
(EPSG: 4326)

Temporal

Resolution: Every 5 years
Extent: 1975-2030
Frequency: >1 years

Millions

1975 1980 1985 1990 1995 2000 2005 2010 2015 2020 2025 2030

Description
The spatial raster dataset (GHSOP— R2023A) depicts the distribution of residential
population, expressed as the number of people per cell (float64: [0,NeData -

200). Residential population estimates between 1975 and 2020-ye5r intervals
and projections to 2025 and 2030 derived from CIESIN GPWv4.11 were disaggreg:
from census or administrative units to grid cells, informed by the distribution, vol
and classification of builp as mapped in the Global Human Settlement Layer (GHS|
global layer per corresponding epoch. The main characteristics of this datasetar
listed in the citations below.

How to cite

Dataset:

Schiavina M., Freire S., Carioli A., MacManus K. (2023) :

GHS-POP R2023A - GHS population grid multitemporal (1975 -2030).European Commission, Joint Research Centre (JRC)

PID: http://data.europa.eu/89h/2ff68a52 -5b5b-4a22-8f40 -c41da8332cfe

doi: https:// doi.org /10.2905/2FF68A52 -5B5B -4A22-8F40-C41DA8332CFE

Concept & Methods :

Freire S., MacManus K., Pesaresi M., Doxsey -Whitfield E., Mills J. (2016)

Development of new open and free multi -temporal global population grids at 250 m resolution. Geospatial Data in a Changing
World; Association of Geographic Information Laboratories in Europe (AGILE) , AGILE 2016

DataFile Size ( 100m resolution)

Global grid: 5.41GB ZIP file (89368 uncompressed folder of TIFF, XL5X, and PDF)
Tile grid: up to 100+MB ZIP {up to 100+MB uncompressed of TIFF, XL5X, and PDF)
Fileformat; .zip, .tif, xlsx, .pdf

USER COSTS

Free 8 open Access

Data Infrastructure
Infro needed (software, hardware): Any raster capable GIS software
Daota repositories / storage needed; ~9GB for 100m global grid

Data Governance & Management
Staff costs: None.
Data analysis needed: None.
Quality ossurance; See §2.5in the report linked below

Data documentation and / or assistance in data use

The complete information about the GHSL main products can be found in the
GHSL Data Package 2023 report.

Compilation of the fiche by Hal Voepel (University of Southampton)

59



n'Weightec gy Univ Southampton (UoS)

Indicator class: Demography, residential

Data
Class: Census-based + Remote-sensing and GIS reference data
Type: Raster
License: Full Open Access
DOI by resolution and coverage:
(100m national)
(1km national)
(100m subnational)
[1km subnational)

| 5paﬁa| Populaton Weighted Densiy of subnational administrathee reglons, 2020
" St wirldpopuang. PWE [ Medide), exbmaes dakouiniend tore 3 et pridl UM adjing )

| Resolution: 100m, 1 km

| Extent: Global

| Granularity: Gridded

| Coordinate System: Warld

| Mollweide (ESRI: 54009)

- and WGS 1984 (EPSG: 4326)

Temporal

Resolution: Every 5 years
Extent: 2005-2020
Frequency: =1 years

Description: Population Weighted Density (PWD) Is an alternative to
conventional approaches to population density that is arguably better suited to
some types of research in fields of social science and epidemiology. In this
release WorldPop publishes what we believe may be the first set of global

Data are available at both national and subnational level. Please make sure you
read the Population Weighted Density overview page before choosing and
downloading a PWD dataset (see link to Methods at the end of this document).

estimates for PWD, which we offer at national and subnational levels since 2000.

How to cite to be updated

Dataset:

Rchin Edwards, Maksym Bondarenka, Andrew 1. Tatem and Alesssndra Sarichetta. Unconstrained subaetional Populatian
‘Weighted Dengity in 2000, 2005, 1020, 3015 and 20204 100m resclutian |. WorkdPap, University of Sauthamatan, UK.

doi: 1052 SEMSOTON AWPDOT 02

Concept & Methods:

Fredre, Sergia; Machianus, Kytt; Pesaresh, Marting; Daxsey-Whitfield, Erin; Mills, Jane [2016]: Development of new open and free
malti-temporslglabel papulatian grids at 250 m resclution. Geazpatisl Data in 2 Changing World; Aszaciation of Geographic
infarmation Labaratories in Euraps (AGILE]. AGILE 3016,

DataFilesize

National grid: < 1ME compressed file
subnational grid: < 1MG compressed file
File format: C5V, SHP, Geol50MN

Free & open Access

Data Infrastructure
Infra needed (software, hardware): Any raster capable GIS
Data repositories / storage needed: < 1MB

Data Governance & Management
Staff costs: None.
Data analysis needed: None,
Quality assurance: See cited references and methods below

Data documentation and / or assistance in data use

Methods: https://www.worldpop.org/methods/pwd/

Compilation of the fiche by Hal Voepel (University of Southampton)
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ion Dens

| Iy

Indicator cl Demography, r ntial

Data

Class: Census-based + Remote-sensing and GIS reference data

Type: Raster
License: Full Open Access

DOI by resolution and method:

10.5258/SOTON/WP00674 {1km individual countries)
8/SOTON/WPO0675 (1km individual countries, UN adjusted)

Spatial

Resolution: 1 km
Extent: Country-level
Granularity: Gridded
Coordinate System:
WG5S 1984 (EPSG: 4326)

Temporal

Resolution: Annually

Extent: 2000-2020
_Freauency: =1 vears

Description: Population
Weighted Density (PWD] is
an alternative to conventional
approaches to

population density that is
arguably better suited to
some types of research in
fields of social science and

PAigaria

etk Cermdy J00) L4 aduale

Eslrrasied popubiton demdy per red-ost |Pecpair) sl .ﬂ
1}

a resciution of 30 s seconds (apesaimately Tkm af the sgealon)

Livw S00Em . - -

B e o S G i st S, Uiy ot
o, (Tl i R iy ] MR, LIt o s o, [l
W, gl Lo b i B s kvt Haterarh

Foussialon [CPF13SI0HL Wic i oo V1 KRB TOATAT IR0

DataFileSize

MNationalgrid: < 1MB compressed file
Subnational grid: < 1MG compressed file
File format: GeoTIFF, ASCIl XYZ

Free & open Access

Data Infrastructure
Infra needed (software, hardware): Any raster capable GIS
Data repositories / storage needed: < 1MB

Data Governance & Management
Staff costs: None.
Data analysis needed: None.
Quality assurance: See cited references and methods below

Data documentation and / or assistance in data use

Methods: https://www.worldpop.org/methods/pwd/

epidemiology. In this release WorldPop publishes what we believe may be the first set
of global estimates for PWD, which we offer at national and subnational levels since
2000. Data are available at both national and subnational level. Please make sure you
read the Population Weighted Density overview page before choosing and
downloading a PWD dataset (see link to Methods at the end of this document).

[How to cite to be wpdated
[ ——— ¥ Compilation of the fiche by Hal Voepel [(University of Southampton)
‘WorldPap (warawarldpop. oog - Schaod of Geography and Envircnmental Scence, University of Scuthampton; Department of
Geography and Gecscences, Unbversity of Louisdlle; Departement de Geagraphie, Unkversite de Ramarj and Centes far
internatianad Earth Scence Information Ketaark {CESIND, Calumdbis University (2018). Glabal High Respolutian Poputstion
Denominators Project - Funded by The Bl and Melinda Gates Foundation [OPP11340746).

Concept & Methods:

Sarichetta, &, Hornhy, G, Stewens, F. et ol High-resolution gridded papulation datasets for Latin Amesica and the Caribbean in
2010, 2045, and 2020, Sc) Oota 2, 150045 {2015). httpsy(datorg /0. 1038 fedats 200545
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ctL

Indicator class: Demography, residential

Data

Class: Census-based + Remote-sensing and GI5 reference data

Type: Raster

License: Open Access (Creative Commons Attribution 4.0 International License)

DOl by group, method, and resolution:
10.5258/SOTON/WP00656 Constrained countries in 2020 {100m)
10.5258/SOTON/WP00699 Constrained countries in 2020 UN adjusted {100m)
10.5258/SOTON/WP00732 School age population (1km)
10.5258/SOTON/WP00654 Unconstrained global mosaic 2000-2020 (1km)
10.5258/50TON/WP0D646 Unconstrained single countries 2000-2020{100m)
No DO assigned to data: Women of childbearing age (15-49yrs)in 2015 (1km)

| Spatial e
 Resolution: 100m, 1 km L -
| Extent: Global and country-level :
| Granularity; Gridded

| CmrdmateS‘,'stem WGS 1984 (EPSG: 4326)

Temporal v
Resolution: Every 5 years [
Extent: 2000-2020 (unconstralned),

2020 [constrained and school age), and | g

2015 (women of childbearing age)

Frequency: =1 years

Description: WorldPop produces a variety of gridded age & sex structures. A
description of the modelling methods used for age and sex structures can be
found in Tatem et.al. {2013) and Pezzulo et.al. (2017). Both top-down
constrained and unconstrained versions of the dataset are avallable, and the
difference between the two methods are outlined here. The datasets represent
the outputs from a project focused on construction of consistent 100m
resalution population count datasets for all countries by male/female in 5 year
classes with a final class for infants defined as less than one years old.

| Hew tadite
Concapt & Matheds:
Pezzudo, T, Hoonbey, G, Sofichetta, A, ef ol Sub-national mappang of population pyramads and dependency ratios in Africa snd
Asla, Sei Dot 4, 170089 {2007), httpe ol ora/ 10, 038 ot 200 7 88
Tatem, AL, Garcia, AL, Snow, RW. et o, Millenndam development health metrics: whene do Africa’s children and wamen of
chibdbearing age live, Popil! Heaith Metries 1L 11{2003) hutps fdol oo/ 10 186,/ 1478 7954-11-11

Data File Size ( 100m)
Global grid: 3.05GB TIFF
Tile grid: 5.38MB TIFF
File format: GeoTIFF

Free 8 open Access

Data Infrastructure
Infra needed (software, hardware): Any raster capable GIS
Data repositories / storage needed: Up to 3+GB global tile

Data Governance & Management
Staff costs: None,
Data analysis needed: None.
Quality assurance: See population methods below

Data documentation and / or assistance in data use

Methods: Population count methods

Compilation of the fiche by Hal Voepel (University of Southampton)
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i

WorldPop — Population Counts

Indicator class: Demography, res

Data

Class: Census-based + Remote-sensing and GIS reference data
Type: Raster

License: Full Open Access (Creative Commons Attribution 4.0)
DOI by resolution and method:

10.5258/SOTON/WP00682 {100m constrained countries)
10.5258/SOTON/WPO0EE3 (100m constrained countries, UN adjusted)
10.5258/SOTON/WPO00647 (1km unconstrained global mosaic)
10.5258/SOTON,/WP00B45 {100m unconstrained countries)
58/SOTON/WPO0670 {1km unconstrained countries)
58/SOTON/WPO0EE0 {100m unconstrained countries, UN adjusted)
58/SOTON/WP00671 (1km unconstrained countries, UN adjusted)
woprworldpop.org/ (Bespoke methods for individual countries)

Resolution: 1 km
Extent: Country-level
Granularity: Gridded
Coordinate System: o
WSS 1A IEDEE- A238) o y
Temporal ;
Resolution: Annually

Extent: 2000-2020 (Unconstrained) I-

2020 (Constrained) 2

Frequency: »1 years

Description: Bespoke methods used to produce da
are available thraugh the WorldPop Open Population Repasitory (WOPR) link above
under Data. These are 100m resolution gridded population estimates using the bottom-
up or tap-down methods described here. The remaining datasets linked above use the
top-down method, with either constrained ar unconstrained top-down aggregation
methods. Be sure to read the Top-Down estimate modelling overview page to see which
dataset is appropriate for your purposes. Datasets are available as GeoTIFF or ASCI XYZ
at 100m and 1km resolution.

Haw b eite

Dataaet: Boncanenko M., Kerr 0, Sorichetta &., and Tatem, AL 2020, Census) prajection -disaggregated goid ded pogudation
datasats for 51 coentries aonoss sub-Saharan Africa in 2020using busding footprings, WiorkdPop, Univessityof Southampton, LK
0i: 10,52 58/ 50TONWRODGEZ {see citations bor each individual link in blue Data section shove)

Concept & Methods: Stevens FR, Gawghom AE, Linard O Tatem A1 {201 5] Diseggregating Cersas Date far Populatian Moggaiog
Using Roncan Fovests with Remotely-Femsed ond Arcilary Deta Ales ONE T 2] o0 07042,

Fbts s fod. e 102 371 Sowre pane, DT0R042

DataFile 5ize Range

National grid: < 1.08GE TIFF
Countrygrid; < 13MG TIFF

File format: GeoTIFF, ASCII X¥Z

Free 8 open Access

Data Infrastructure
Infra needed (software, hardware): Any raster capable GIS
Data repositories / storage needed: < 1IMB

Data Governance & Management
Staff costs: None,
Data analysis needed; None.
Quality assurance: See cited references and methods below

Data documentation and / or assistance in data use

Methods: Population Counts

Compilation of the fiche by Hal Voepel (University of Southampton)
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pulation Density

Indicator class: Demography, residential

Data

Class: Census-based + Remote-sensing

Type: Raster, GeoTIFF

License: Full Open Access |Creative Commons Attribution 4.0)
DOl NJA

Spatial
Resolution: 30m

Extent: Global

Granularity: Gridded by country

Coordinate System: WGS 1984 (EPSG: 4326)

Temporal

Resolution: Varies

Extent: Varies

Freguency: ~annually

Description:

These high-resolution maps estimate the
number of people living within 30-meter grid
tiles in nearly every country around the world.
Additionally, our datasets provide insights on
the distribution of certain populations within
each country, including the number of children under five, the number of
women of reproductive age, as well as young and elderly populations, at
unprecedentedly high resolutions. These maps aren’t built using Facebook data
and instead rely on combining the power of machine vision Al with satellite
imagery and census information. These high-resolution maps can provide the
necessary insights for health crganizations to allocate resources and contral
outbreaks. There are many use cases for understanding the demographics of
various populations — demographics can help organizations target vaccination
campaigns, plan infrastructure, and distribute resources.,

Hew tacite

Dataset:

Viadies by bacation

Coneept & Matheds:

Tiecke, TG, L, X, Thamg, A, Grag, A, Li, N, Yetman, G, KW T, Muray, 5, Blankesgoor, B, Prvdz, £.8, & Dang, HH, [2017]
Muogping the warld populetion one huiling at g tine, Ariie 1712, 05539

DataFile Size | 30m resolution)
Tilegrid: Varies, depending on country areal size
Fileformat: C5V, GDAL, GeoTIFF, 1SON, ZIP

USER COSTS

Free 8 open Access

Data Infrastructure
Infra needed (software, hardware): Any raster capable GIS software
Data repositories / storage needed: <100MB for 30m UK data

Data Governance & Management
Staff costs: Mone,
Data analysis needed; None.
Quality assurance: See individual dataset documentation

Data documentation and / or assistance in data use

See documentation for each dataset here:

https://data.humdata.org/organization/meta?q=population?%20density&sort=i
figt{last modified®2Creview date]*2Clast modified*2Creview date

Compilation of the fiche by Hal Voepel (University of Southampton)
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Data

Class: Census-based + growth model
Type: CSV with NUTS/LAU primary key
License: Full Open Access

DOI: NJA

Spatial
Resolution: MUTS / LAU

Extent: ELI27 + others, 50 countries
Granularity: NUTS/LAU

Coordinate System: None

Temporal

Reszolution: Annual

Extent: 1960 to current + 2 years forecast
Frequency: updated biannually

Description: ARDECO is the "Annual Regional Database of the European
Commission™. ARDECO is maintained by the Joint Research Centre, in close
collaboration with the Directorate General for Regional and Urban Policy. Data
are a set of long time series based on the ESA 2010 systern for the last period
and on ESA 95 and ESA 79 for the earlier years, where growth rates are used to
gap-fill missing values. The database covers, at an annual scale, 27 EU plus 23
Mon-EU countries for a total of 50 countries (see metadata for detalls). Data are
in tabular form with NUTS/LAU primary keys. ARDECO is updated biannually with
major updates released early March (after the release of updated regional
accounts by Eurostat) and in May and November, following the release of
Directorate General ECFIN's short-term economic forecasts. ARDECO data are
publicly available and free of charge.

Hew to cite
Dataset: Metadata
hetpssfecanarmy-finance ec purapa.eu/system fles/200 > 10/Reference ke dOMetadatab JOAMEC O Septemberded 12002 pof

Concept & Meathods:

DataFile5ize
Tabular: 1.5MB
File format; C5V

USER COSTS

Free 8 open Access

Data Infrastructure
Infra needed {software, hardware): Excel or GIS software
Data repositories / storage needed: 1.5MB

Data Governance & Management
Staff costs: None,
Data analysis needed: None.
Quality assurance: see documentation

Data documentation and / or assistance in data use

See documentation for each dataset here: https://economy-
finance.ec.europa.eu/economic-research-and-databases/economic-

databases/ameco-database en

Compilation of the fiche by Hal Voepel (University of Southampton)
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Rural hou

Indicator class:

Data

Class: Statistics

Type: Tabular

License: https://ec.europa.eu/ f

eurostat/web/maln/about-us/ g
policles /copyright

Spatial

Resolution: not applicable
Extent: EU

Granularity: $ 971 Rt
Coordinate System: Projected i
{country specific) g
T'mpnml Dt o varkatit

Resolution: Yearly
Extent: 2002 - 2022
Frequency: Annual

Description:

The EU survey on the use of Information and Communication Technologies (ICT)
in households and by individuals is an annual survey conducted since 2002
aiming at collecting and disseminating harmonised and comparable information
on the use of ICT in households and by individuals.

Data presented in this domain is collected on a yearly basis by the National
Statistical Institutes and are based on Eurostat's annual model guestionnaire.
This questionnaire is updated each year to reflect the evolving situation of
information and communication technologies

Haw ta gite

Dataset:

Ewrgstat, ICT usage in housaholds and by mdnsduals {lsec_|) referance matadatain Euno SOMX Matadata Structure
{ESMS].

“This stisty/freport/paper s Dased on data from Eurostal, EL Statistics Rural household mtemnet access in [referance
year{s]].*

Concapt & Methodology:

https:fec surona ey eurcstat)cache,/ metadatadenfmoc_i_esmshtm

[rata File Size
Dataset; 20,7 kt

File format: xlxs, tsw., ovs.

USER COSTS

Free & open Access
Full open access

Data Infrastructure
Infra needed: Software environment of statistics in XLS, CVS, TSV and other
format
Data repositories: FTPStore

Data Governance & Management
Staff costs: Baslc statistical skill or more advanced depending on usage
Data analysis needed: Depending on the analysis. Charts and graphs can be
viewed directly.

Quality assurance: The content of metadata and quality reports followsthe
Commission Implementing Regulation (EU) 2015/2180 of 16 December 2019
specifying the detailed arrangements and content for the quality reports
pursualnt to Regulation (EU) 2019/1700 of the European Parliament and of the
Council,

Data documentation and / or assistance in data use

https://ec.europa.eu/eurostat/databrowser/viewfisoc ci in h custom 866715
Ofdefault/table?lang=en

I m i i htm

Compilation of the fiche by Lauri Niskanen (LUKE)
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Hotel
and vi

Indicator class: Residential;

Data

Class: GIS & tabular
Type: AP

License: Proprietary API
Use Licence (see |

Spatial

Resolution: NA [
Extent: Global f
Granularity: street-level 8
Coordinate Sys.; WG5S 84 |8~

L
1
8]

030
i

Temporal
Resolution: Monthly
Extent: 2015 -
Frequency: realtime

020 025

Fslalive Freguency of Revisve
15

a0} 03 210 0
i

| S s e m e S R ]
Jamary  barch May

Description:

TripAdvisor is a popular travel website that offers user-generated reviews and
comparisons for hotels, restaurants, and attractions worldwide. Launched in
2000, it has become a go-to platform for travelers to plan and book their trips,
as well as share experiences, helping others make informed travel decisions. It's
one of the largest travel communities globally, impacting travel industry
dynamics significantly.

doby  Depiembss  December

Haw be cite
Ditaiat:-

[ata File Size
100 Bytes per review
Europe has 150 million reviews (estimate)

File format: geojson, SCL

Proprietary API

Data Infrastructure

Database for all attractions and reviews for Europe would be around 20 GB. A
relation database (SQL) with locations, reviews users and tags should suffice.

Data Governance & Management

The tags for the locations need to be consolidated into rural functional areas.
Manually or through the use of large language models.

Getting location data of activities/hotels via the APl 1PM.

With additional analysis the reviews can inform tourist statistics. The data needs
to be calibrated against other tourlsm statistics first. (2PM)

Data documentation and / or assistance in data use
i/ [tripadvisor-content-api.readme.io

| Compilation of the fiche by lan McCallum & Martin Hofer (IIASA)
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[Data File Size
The city of Amsterdam for 2023 has 23MB,
File format; csv/SQL, geojson

Indicator class: Residential;

Data i e
Class: GIS points & tabular ; G

Type: table B3 L e [ TR USER COSTS
Spatial 4 ;

Resolution: NA

Extent: Global

Granularity: street-level
Coordinate System: WGS 84
Tempaoral

Resolution: 30, 60,90, 365 days
Extent: 2015

Sold or shared on request

Data Infrastructure

A GIS capable database for all of Europe would be fairly easily manageable. E.g.
Postgres with a GIS plugin.

A:tlvlt? [ Only recent and fregusnty booked

Frequency: annual
Data Governance & Management
The reanEmuen Stay prece and Fumiber of 60
rsiaws havw ben usad bo esamate ha the G5 and dataThe data comes very well cleaned and prepared. Not much work
aumFiber of nighis booked arsd e moome i R Giga ol
L D . needed.
Bach BN Tor e 1558 12 monds 254
5 the home, aparment or roam Faniesd pricednight hase knowledge needed. 1PM.
frgusenitly and displacing unils of housing and 2873

residents? Doss Big inpome rom Airbnb

mcar@vise shot-teem rentals ws long-tarm
housing?

2.000

= I I Data documentation and / or assistance in data use
| Description: . I Data Dictionary
I P o . woL - | epe—

| From their website: BIE0 S1-EM LIVES0 191080 1B1-TI0 371340 201228
| “Inside Airbnb is a mission st i)

| driven project that provides data and advocacy about Alrbnb’s impact on

' residential communities.” Insideairbnb scrapes Airbnb data and gives access to

| the public. They provide the location (long/lat), room and accommodation type,
info on the accommaodation, number of available rooms in the next 30, 60, 90

| and 365 days, from the last scraping.

Access to the data varies. Many cities are available for free. Archived data or Compilation of the fiche by lan McCallum & Martin Hofer (IIASA)
| new locations require a budget, depending on how much the requesters
| mission aligns with Inside Airbnb’s mission.

Haw to dte
Dwtaaet: Wea nead to discuss how i we can publish their data.

FiETEpE LOne

lis bimagys




EU-SILC microdata By National Statistical Institutes of EU Member

| Indicator class: Productive

Peaple at risk of poverty ar sacisl exclusion by NUTS 2 regions

Data
Class: Alphanumeric

Type: Tabular
License:EU-SILC data belongs to National

Statistical Istitutes of EU Member States.
Licensing varies between countries. As
coordination body, Eurostat performs a
first evaluation of each research proposal
consults with NSI before the data is madg
accessible to the researchers. The
datasets contain partially anonymised
microdata delivered as scientific use files
that can be dowloaded and used by
authorised researchers under restrictive
Terms of Use. There is also a public
version of microdata files.

Temporal

Resolution: Annual, 5-annual (see note)
Extent: 2004-2022

Frequency: Yearly

Spatial

Extent: EU (27 countries) + UK, CH, IS, NO, RS.

Granularity: IESS Regulation (EU:2019/1700) states that reliable statistics relating to persons and
households based on individual samples should be provided at national and at regional level
(NUTS-2). However, the availability of data at NUTS-2 level is limited by effective sample sizes.
As regards the estimated ratio of people at risk of poverty or social exclusion to the population
in each NUTS-2 region, these requirements are not compulsory for NUTS-2 regions with fewer
than half million inhabitants. Similarly, NUT5-1 regions with under 100 000 inhabitants are
exempted from the requirement. Even in most recent EU-SILC surveys, MS continue to report
at-risk-of-poverty or social exclusion data at NUTS-1 level, in some cases, only at national level.

Description:

The EU Statistics on Income, Social Inclusion and Living Conditions (EU-SILC) is a cross-sectional and
longitudinal sample survey, coordinated by Eurostat, based on data from the EU MS. The EU-SILC survey
covers objective and subjective aspects of these themes in both monetary and non-monetary terms for
households and individuals. The EU-SILC provides two types of annual survey data:

* Cross-sectional data with variables on income, poverty, social exclusion and other living conditions
+Longitudinal data pertaining to individual-level changes over time, observed periodically over a 4-year
period

How to cite

Researchers must cite the source of EU-SILC data as follows: "This study/report/paper is based on data from Eurostat, EU
Statistics on Income and Living Conditions [reference year(s]]." The following disclaimer must be added: "The responsibility for all
conclusions drawn from the data lies entirely with the author{s)."

Data File Size: Variable and depends on the type of the requested format (cross-section vs
panel version), as well as on the number countries and number of years requested.
Tentatively, a complete microdata file for the EU can be up 3GB in size and is delivered as
stand-alone 7z-compressed files including the csv tables.

USER COSTS

Free & open Access

Data Infrastructure

The processing of Eurostat microdata does not require a very sophisticated /
particularly powerful computing capacity. However, the strict security and
confidentiality requirements set by Eurostat may increase data management
costs. In order to fulfil the Terms of Use set by Eurostat, the following
requirements need to be fulfilled:

* The confidential data for scientific purposes must be stored on a password-

protected computer.

* Access to the data must be restricted to authorised researchers named in

the research proposal.

* The intermediate results of analysis containing confidential data must be

stored in a protected environment.

* The confidential data for scientific purposes must be solely used on the

premises of the research entity.
These terms not only prevent a distributed use of the microdata, but they also
encourage the establishment of a secured IT environment for microdata
manipulation, with devoted working stations with physical access restrictions.

Data Governance & Management

No specific staff costs related to the use of EU-SILC microdata files. Still, the EU-
SILC SUFs provide access to complex data survey. Adequate use of these files is
only possible for researchers with a robust knowledge of statistics and data
management capacity.

Data documentation and / or assistance in data use
Upon download of the EU-SILC data, the users are provided with several
documents describing the SUF files.

Additionally, number of specialised forums and conferences gather social
researchers who use EU-SILC in research:

* Additionally, the EU Platform "Collaboration in Research and Methodology for
Official Statistics” curates a Forum where users can pose questions related to EU-
SILC scientific use files: https://cros-legacy.ec.europa.eu/EU-SILC-SUF/forum_en

¢ EU-SILC user conference: https://www.statistik.at/en/about-us/events/eu-silc-
user-conference-2023

Compilation of the fiche by: Carlos Tapia (Nordregio)
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Indicator class: Energy,Productive

Class: Heterogenous

Type: Raster

License: The data In the Energy
& Industry Geography Lab are
free forpublic use
DOl:https:/fdol.org/10.1016/
j-enpol. 2015.10.004
Resolution: 1 km 3
Extent: EU e
Granularity: E
Coordinate System: Spherical \Web ; - 58
Mercator EPSG:3857
Temporal

Resolution: Every five years P Sl !

o,

S LT
¥ 74 o

Extent: 2010-2050 ' =
Frequency: Irregular
Description:

SOLAR (PY and CSP) data set of ENSPRESO - an open data, EU-28 wide, transparent
and coherent database of wind, solar and biomass energy potential. Solar radiation
can be converted into sustainable-produced electricity by using photovoltaic (PV)

technology. Large-scale photovoltaic (PV) systems provide significant environmental

benefits and advantages when compared to conventional, non-renewable energy

sources, the reduction of greenhouse gas emissions, and the reuse of marginal lands

being two key examples (IPCC, 2011)

+ A European suitability map for the solar energy (PV) systems deployment is created.

* PV systems can contribute to sustainable energy production in many regions in EL.

* There is no correlation among the EU investment and the suitability in solar energy.

* Using marginal lands to place PV systems might avoid the uptake of agricultural
land.

+ Validation of the EU suitability map demonstrated a satisfactory degree of accuracy.

Hew ta site

Dataset:

Eurcgean Commission, Mint Research Centee (IRC) (2019): ENSPRESD - SOLAR - PV ani TP, Europaan Commission, kint
Research Centre (IRCH [Dataset] PIO: htto:/ fdats elrona, o 8501 Ben 3480 1408504 G f e Ol lodd

Concept & Methedelagy:

Castila, C. P, & Siva, F. B, & Lavalle, C. {2006). An assessmentof the regiomal potential for solar powes genssation in EU-28,

Energy poficy, 85, 85-29
i ez Sl re S 0L U A en ol 2 IR, 0004

[DataFile Size
Not specified

USER COSTS

Free & open Access
Full open access (Creative Commons 4.0)

Data Infrastructure
Infra needed’: GIS, statistical or remote sensing software
Data repositories / storage needed: Yes

Data Governance & Management
Staff costs: Basic GIS or statistical skills, more arvanced depending on usage
Data analysis needed: No
Quality assurance: None specicified

Data documentation and / or assistance in data use
https://data.jrc.ec.europa.eu/dataset/18eb348b-1420-46b6-978a-
feOb79e30ad3#dataaccess

Compilation of the fiche by Lauri Niskanen (LUKE)




Healtr services locs on

& number of beds in Europe

iCz rclass: ; esidenti: . . ,
Indicator class: Health, Residential Healthcare service locations in Europe

Zaia ertin

Data

Class: Point locations, In-situ i 1
Type: Vector * ek s
License: Open Access (Eurostat’s

general copyright notice and license)

Spatial
Resolution: Point locations

Extent: EU + Switzerland/Norway
Granularity: National

Coordinate System: WGS 1984 (EPSG: 4326

Temporal
Resolution: Annual
Extent: 2017-2022

Frequency: =1 years = 2
Description: The dataset containsinformation on main healthcare services considerad to
be 'hospitals' by Member States. The definition varies slightly from country to country,
but roughly includes the following: “'Hospitals’ comprises licensed establishments
primatily engaged in providing medical, diagnostic, and treatment services thot include
physician, nursing. and other health services to in-patients and the speciolised
oecommodation services required by inpatients. Hespltals may also provide out-patient
services as @ secondary activity, Hospitals provide in-patient health services, many of
which can only be provided using the speclalised facllitles and equipment that form a
significant and integral part of the production process. In some countries, health facilities
need in addition o minimum size (such as number of beds) in order to be registered as o
hospital." In some cases, facilities without in-patient services may be included,

A variety of data sources are available at Member State level with different quality
criteria; level of detail, timeliness and update frequency, etc. This methodaology aims to
pragressively bulld pan-European datasets frem Member State official data and maintain
them ina sustainable manner, Different data sources could be selected depending on the
needs and the cases but priority s given to data sourced from Health Minlistries, or other
official outlets indicated by Ministries, Data is semantically harmonised with 2 comman
[simple) schema. Production relies on automated processes: Member State data are
retrieved, combined, harmonised and updated automatically, as far as possible, using up-
to-date technigues.

How to cite
Dataaet: Eurostar, (2023). Healthoare services locations, Retrieved faom Eurostat website
hittps e suropaeufeurostatfwetfgncofgendata/refera noe-datahealthcane-sarvces

Concept & Methodelogy: Eurostat, (2020). Healthcane senvices in Europe. Ratrleved from Eurostat website:!
hittgsy/ glsce-sendons e, europa, ewpubyhealthoare matadata, pdf

Cata File Size: 2,2MB

File format: _csv, geolson, GPKG

USER COSTS

Free & open Access
Open access

Data Infrastructure
infra needed (software, hardware): GIS or statistical software
Data repositories / storage needed: No, .json APl available

Data Governance & Management
Staff costs: Basle GIS skills
Data analysis needed: No
Quality assurance: Data quality varies from country fo country

Data documentation and [ or assistance in data use

https://ec.europa.eu/eurostat/web/gisco/geodata/reference-

data/healthcare-services

https://gisco-services.ec.europa.eu/pub/healthcare/metadata.pdf

Compilation of the fiche by Antti Hiltunen (LUKE)
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Interast

Data

Class: point locations

Type: vector (nodes, ways,

relations) ;

License: Data Commons Open - 0O

Node 1852998158 =
| Toxys

Database license

e

Coordinates i Ly

X sbars

Spatial

Resolution: Mot relevant
Extent: World

Granularity; Not relevant
Coordinate System: WG5S 1984

(EPSG: 4326) i

Temporal : )
Resolution: Up-to-date "C)

Extent: Not relevant + AT
Frequency: Continuously updated ~° e

Description:

OpenStreetMap (OSM) is a well-known crowdsourced project which aimsto produce
a free vector geographicdatabase of the world. The OpenstreetMap database is one
of pioneering and best-known source of Volunteered Geographic Information (VGI).
Free and open source since its creation in 2004 by Steve Coast, a variety of data can
be found in 05M including buildings, land use, road network. Many use cases can be
made fram O5M (map OSM tiles, routing, etc.). Extracting Points of Interest derived
from this databaseis one ofthem.

Indeed, OpenStreetMap represents physical features on the ground (e.g., roads or
buildings) using tags attached to its basic data structure. Each tag defined by a key-
value combination describes a geographicattribute of the feature being shown by
that specific node, way or relation. OpenSstreetMap’s free tagging system allows the
mapto include an unlimited number of attributes describing each feature, The
community agrees on certain key and value combinations for the most commonly
used tags, which act asinformal standards, These key-value combination can be
used to query the OSM database and extract specific geographical objects of
interest, covering services (schools, pharmacies, hospitals, ete.), shops (restaurants,
banks, bakers, etc)), leisure activities (sport, music schools, sport playground, ete,)
or cultural aspects (museum, archeological sites, historic buildings, etc.)

e v st

DataFile Size
europe-latest.osm.pbf: 27.6 GB (input), depending on the selection (output)

File format: pbf {input) / csv {output)

Free & open Access

Data Infrastructure

Infra needed (software, hardware); G|S or software environment for statistical
computing (R, Pythen, among others).

Data repositories / storage needed: Geofabrik server makes available the 0SM
dataset for free, Several software packages are available to transform pbf format in
more standard geographical format, by filtering the content of the O5SM database
regarding O5M tag of interest, Storing and documenting these extracts (database
version, OSM id of geographical objects) may be considered for reproducibility
puUrpose.

Data Governance & Management

Staff costs! Data can be extracted using various tools linked to the OSM project. Its
use requires a certain expertise in the world of geographic information and the
structure of OSM data.

Data analysis needed: Managing O5M geometries variety: data can be contributed
through points (nodes), polygons (ways) or relations (lines) depending on the tag of
interest,

Quaolity assurance: It requires important consistency checks due to a lack of
international harmonization, poor completeness, multiple database entries, errors
and unclear standards. Its use also implies to identify the relevant key-values to
catch all the possibilities of contribution referring to a specific service. Most of the
studies concluded that O5M can efficiently complete authoritative or institutional
data sources, It underlines also that PO| completenass is very heterogenous,
depending on the POI [banks or a pharmacies are significantly more complete than
hairdressers) or the area of interest (rural areas are significantly less contributed
than urban areas).

Data documentationand / or assistance in data use
O5M wiki

D5M taginfo
Geofabrik — OpenStreatdap Data Extracts
Chverpass turbo
Intreducing osmextract (R]
Pyrosm (Python)

Howto cite
2 OpenStrestbap cantrhutors
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By Mapillary
Street level imagery \ T, P ¥

/fww 1ap|llary comy

Indicator class: Residential;

Data

Class: images/video
Type: API

License:

Spatial
Resolution: NA ey
Extent: Global

Granularity: street-level

Coordinate System: World
Mollweide (ESRI: 54009) and

WGS 1984 (EPSG: 4326)

Temporal
Resolution: Daily
Extent: 2013 - present

Frequency: Random -
based on when volunteers

upload their data

Description:

Mapillary brings together a global network of contributorswho want to make
the world accessible to everyone by visualizing the world and building better
maps. Anyonecan joinand collect street-level images, using simple tools like
smartphones or action cameras. With computer vision, we connectimages
across time and space to create immersive street-level views and extract map
data.

How to cite

Dataset:

Lépez-Anequera M., Gargallo, P, Hofinger, M, Buld, S.R., Kuang, Y., & Kentschieder, P. (2020). Mapdliary Planet-Scale
Depth Datasel. European Canference on Computer Vision.

[Data File Size
Global dataset zipped: 20 GR

File farmat: .zip, jpg, png, an APl is also available.
USER COSTS

Free & open Access
Since joining Meta, Mapillary no longer charges for access to the Mapillary
platform and Mapillary data. You are welcome to use the platform free of
charge, as long as you comply with our Terms of Use,
all imagery that you upload to Mapillary can be used by yourself in any form.
Public imagery with a CC-BY SA licence is also available for use.
Plugins come for ArcGIS which is proprietary software. However the imagery is
also available for OSM. In addition derived products are available in shapefile
and GeoJSOM formats for use in open software,

Data Governance & Management

Staff costs: working with this data will require some expertise in handling GIS
data and possibly computer vision. For a person with these skills, one person
rmonth would likely be needed to investigate, extract and process the data.

Data analysis needed; Computer vision, data segmentation, and data extraction.

This would be dependent on what information one wanted to extract.

Quality assurance: this would have to be done by the user on a case by case
basis.

Data documentation and / or assistance in data use
https://help.mapillary.com/hc/en-us

https://forum.mapillary.com

Compilation of the fiche by lan McCallum & Martin Hofer (IIASA)
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Tourism

Indicator class: Infrastructure, Tourism

Data

Class: Webscraping

Type: Raster

License: The data in the Energy &
Industry Geography Lab are free
for public use

DOI: https://doi.org/10.1016

/l.tourman. 2018,

02.020
Resolution: 100m
Extent: EU
Coordinate System: Spherical/
Web Mercator EPSG:3857

Temporal 3
Resolution: Extent: 2019-2022 R 2 e R

Frequency: Annual

Description:

Tourism capacity and density based on booking.com, TripAdvisor and Eurostat
data . This descriptor measures the number of bed-places at tourism
accommodation establishments available at a destination (country or region) in a
given year. It provides an account of the absolute dimension of a tourism
destination from the supply perspective. Higher values indicate a higher tourism
supply. This descriptor is provided in the EU Tourism Dashboard as
complementary information to characterize tourism supply. UNIT OF MEASURE:
nurmber of bed-places. RESOLUTION: NUTS0, NUTS2. COMPLETENESS: Missing
countries for 2020: CH, CZ, DE, DK, HU, IE, LV, PL, SE, 5. DATA SOURCES:
tour_cap_nuts2 [ESTAT], TripAdvisor.

How tocite

Dataset:

Ricardo Barranca {2022): UDP - Tourism capacity. European Commission, kaint Research Centre [IRC) [Dataset] PID:
hetp: Sy data. mun pa ey B8 bG5S Cad Sdo-She - daaf-Bhed-bha LE; [OH)

Loncept & Methodology:
Batista e Sdhva, F., Herrers, ML ML, Rasina, K., Barranca, B, R, Fraire, 5., & Schisvina, M. {2028 Analysing spetotemparal pattemns
af tourizm in Eusrape at high-resalutianwith conventional snd big dats sowrces. Tawrdsm Monagement, 68, 101-115.

hetps: fdal.orgs 10, 101 6 tourman, 201 8.02.020

USER COSTS

Free & open Access
Full open access (Creative Commons £.0)

Data Infrastructure
Infra needed: None for viewing. Analyses requires GIS or statistical software
Data repositories / storage needed: Yes

Data Governance & Management

Staff costs: Basic GIS or statistical skills needed, more arvanced analyses require
higher skills set

Data analysis needed: No
Quality assurance; None specicified

Data documentation and / or assistance in data use

http://data.europa.eu/89h/659a45dd-5bc2-4aaf-Bbed-bb337bal3fa2

Compilation of the fiche by Lauri Niskanen (LUKE)
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» By Strava Metro
Human powered mobility URL

https://metro.strava.comy

Indicator class: Residential;

Data
Class: vectors
Type: Shapefiles

License: htts:metro.strava.com

Terms

Spatial
Resolution; NA
Extent: Global

Granularity: street-level

TR " o Ay

Better communities
for cyclists and
pedestrians.

Coordinate System:

WGS 1984
(EPSG: 4326)

Temporal

Resolution: Annual
Extent: 2015 - present

Frequency: Updated monthly by users who agree to opt in to making their data
public

Description:

The Strava dataset is the largest collection of human-powered transport
information in the world. Metro aggregates, de-identifies and contextualizes this
dataset to help make communities better for anyone on foot or on a bike.

We work with urban planners, trail networks, city governments and safe
infrastructure advocates to understand mobility patterns, identify opportunities
for investment and evaluate the impact of infrastructure changes — all
completely free of charge.

How tocite
Dataset: hitpsy//metro. stravacom

Data File Size
Dependent upon area requested — smallest area is a county.

File format: Shapefile, or online dashboard

USER COSTS

Free & DPEHA.CGJESS
Since 2020, Metro is free to any organization that shares the mission to make
cities better for cyclists and pedestrians. COVID-19 has accelerated the world's
need for Metro — for smarter and more sustainable design of our cities, and for
giving back to the communities that support millions of Strava athletes around
the world. If you believe in human-powered transport and think you can make
an impact, apply now. If your application is successful, you will be granted free
access.

Data Governance & Management

Staff costs: Using the online dashboard and Ul would mean costs would be low,
and anyone with basic internet skills could query and visualize the data,

Data analysis needed: If a user chooses to download the data, e.g. Shapefiles,
this will then require GIS skills to work with and further analyze the data. This
should however be fairly basic for any GIS analyst. One person maonth in total
would likely be enough to develop basic tools to work with and process the data.

Quality assurance: Strava is performing QA on their end, hence little effort is
required for this from the user,

Data documentation and / or assistance in data use
https://metro.strava.com

https://www.strava.com/
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Potential quiet areas in By European Er
Europe based upon the URL
quietness suitability index

ironment Agency

Indicator class: Health,
Environmental

Data

Class: Model

Type: Vector + Raster
License: EEA standard
re-use policy

Spatial
Resolution: 100m, 3 arcsec
Extent: Europe

Granularity: Gridded
Coordinate System: ETRS89
(EPSG: 4258)

Temporal
Resolution: ~Every Syears||
Extent: 2006, 2011, 2016

Canary In

‘w - 4
[ 8F =
Mackic bs.

Frequency: >1 years

Description: Based on the multidimensional character of the notion of quietness, it can be defined
according to objective criteria [noise levels), which are measured by quantitative data, but alsc according to
a subjective component linked to perception. In this way, and beyond noise exposure, quietnessis described
in the Quietness Suitability Index or OS5I as a combination of noise limit values {contour maps delivered
under END requests) and land use and land cover elements that is perceived as positive and usually related
to human cultural construction of naturalness,
The QI is composed of two main elements:
» Noise disturbance as a result of distance to noise sources (objective criteria, quantitative data); threshold
distances are determined considering noise levels determined by noise contours maps {END areas exposed
to less than 55 dB Lden)
* The perceptive dimension of quietness by human beings (subjective criteria, qualitative data): this
dimension is related to the importance given to natural elements and to landscape configuration. This
dimension has been introduced in the QSI formula as a reclassification of the Corine Land Cover database
based on the hemeroby index (Jalas, 1955; Blume and Sukopp, 1976).
To establish the distance values to the different noise sources, the noise contour maps for the main
transport infrastructures and also the location of the major noise sources have been used as the main input
information, These data have been provided by the Member States following the END requirements,
accounting for main transport networks at European level and urban areas above 100 000 inhabitants,
Text; EEA (2016). Quiet areasin Europe, Technical report No 14/2016, p, 12-13.
How to cite dataset: Eucopean Environment Agency (2016) Potentiadquiet areas in Eu
Index {051), Retrieved from EEA’s website: bt
How to cite concept & methodalogy: EEA

P2, b

[ataFile Size
TIF: 2,8Gb0
gdb: 126Mb
File format: .TIF, .gdb

Free 8 open Access
Ne limitations to public access

Data Infrastructure
Infra needed (saftw, hardw): GIS/Remote sensing software

Data repositories / storage needed: Yes, the files are guite large and require
download to access

Data Governance & Management
Data analysis needed: No
Staff costs: Basic GIS skills
Quality assurance: Very high

Data documentation and / or assistance in data use

Eurcpean Environment Agency (2016). Potential quiet areas in Europe, based
upon Quietness Suitability Index (Q51). Retrieved from EEA's website;
http://data.europa.eu/88u/dataset/e9151c34-dab5-48h9-a2ca-b9bB3 5480812

EEA (2016). Quiet areas in Europe. Technical report No 14/2016
https://www.eea.europa.eu/publications/quiet-areas-in-europe
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Local Administrative Units geometries (LAU)
6 urastatpwed/geco/geodata/reference-data/administrative-units-statist

Data File Size
LAL_RG_OIM_2021_3035z7ipped: 31,3 MB

EEps./ feceuropa.ews

Indicator class: Transversal
Data File format: SHE, TopolSON, Geol50N, PEF, SVG

Class: geometries
Type: vector (polygons) USER COSTS
License:

DOI: Not relevant Free 8 open Access
Spatial : )
Resolution: LAU
Extent: EU + EFTA + Candidate
Countries (Serbia, Albania, North *%
Macedonia) + the UK (until the
2020 version)

Granularity: Municipalities and

Data Infrastructure

Infra needed (software, hardware): GIS or software environment for statistical
computing

Data repositories / storoge needed: No, data is moreover distributed via API:
Several software API packages helps to retrieve Eurostat— GISCO data such as

communes of the European giscoR in R or happygisco in Python: LAU units can be uploaded directly via
Statistical System. computer programming.
Coordinate System: ETRS89-
extended / LAEA Eumpe Data Governance & MEMEDI'I'IEM
(EPSG:3035), Web Mercator Staff costs: Basic GI5 skills
projection (EPSG:3857) and WGS Data analysis needed: No, just requires to find the appropriate LAU version to
1984 (EPSG: 4326) ® EuroGeographics fit with data provided by Eurostat/National Statistical Institutes.
Temporal Quality assurance: Very High. Seamless geometries for all Europe are a real
Resolution: Annual added value to map results at local scale. However, this territorial

E £ 9011-2021 nomenclature is quite heterogeneous and highly subject to MALUP effects (35
xtent: 2011- 000 units for France, 290 for Sweden). It must be considered when proposing
Frequency: Annually since 2011 indicators at this territorial scale.

Data documentation and / or assistance in data use
Eurostat, 2023, Local Administrative Units (LAU)
Eurostat, 2019, Merging statistics and geospatial information, Experiences and

Description:

LAUs are the building blocks of the NUTS (Nomenclature of territorial units for
statistics) and statistical regions. It covers municipalitiesand communes of the
European Statistical System (ESS). Datais availableannuallyand currently
described by total resident population, where available. Thisis the core layer

to fitwith EU national censuses. Compilation of the fiche by: Ronan Ysebaert (CMRS)

Observations from National Statistical Authorities

How tocite
Dataset:
D EuroGeographics for the administrative boundaries
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AT 1km

Indicator class: Transversal

Data

Class: geometries

Type: vector (polygons, points), raster and tabular {centroids)
License:

Spatial .’
Resolution: 1 km, also aggregated

at 2-5-10-20-50-100 km

Extent: EU + Liechtenstein + Hy
Switzerland + Norway

Granularity: Grid cell I &
Coordinate Systermn: =~y
ETRS89-extended / LAEA Europe 4
(EPSG:3035), Web Mercator 4 .
projection (EPSG:3857) and - BT
WGS 1984 (EPSG: 4326) o T A

Temporal . il o
Resolution: Total population for year J B

YYYY. ’
Extent; 2006 - 2011 - 2018 - 2021

Freguency: Certainly more fregquent

Population change |rumber of inhabitants)

In the future, —-— ! | L e —
o 105 B23%18 708 715 o 1854 43 573 FT4 872

Description:
The grid data consist of statistics that are geographically referenced to a system of
square grid cells in a common European reference grid net with Cartesian
coordinates. The use of a common European-level grid allows analyses to be
undertaken for areas that cross national boundaries. The net of 1 km? grid covering
the territory of the EU containg 4 448 981 grid cells and 1 824 619 populated cells, In
march 2024 the 2021 population grid will be updated with new indicators: sex
{males, famales), age (under 15, 15 to 64, 65 and over), employed persons (as far as
possible), place of birth (in the reporting country, in another EU country, outside the
EU), usual residence 12 months before the census date (unchanged, within the
reporting country, outside of the reperting country).

How to cite
Dataset:
2 EuwraGeagraphics for the admanistrative boundanes

[rata File Size
Eurostat_Census-GRID_2021_V1-Ozipped: 181 ME

File format: GeoPackage, Csv, parquet

Free 8 open Access

Data Infrastructure

Infrastructure needed {saftware, hardware): GI5 or software environment for
statistical computing

Data repositories sbmagg needed: No, data is moreover distributed via API:
Several software AP| packages helps ta retrieve Eurostat = GISCO data such as
giscoR in R or happygiscoin Python: grid cells can be uploaded directly via
computer programming.

Data Governance & Managementstaff costs: GIS skills needed

Data analysis needed: Data handling requires smart approach, in particular when
manipulating vector data (computing time / cost),

Quality assurance; High in general, and growing over time. Three methodologies
are used to attribute a number of inhabitants to each square kilometre cell: 1/
Aggregation method, using geo-referenced micro data (2 method used by 25
Member States and 3 EFTA countries for the 2021 product). 2/ Disaggregation
method is used in the absence of geocoded micro data, using statistical data for the
lowest available administrative [/ territorial units in combination with auxiliary
spatial data (also called top-down approach). None of the Member States used this
method for the 2021 population and housing census, but it was the case for
previous grid products. 3 / Hybrid method that combines aggregation and
disaggregation technigues and represents a compromise between accuracy and
availability of data. It is used for France and Greece. Analysis using evolution over
time must consider these aspects (methodologies evolving over time accross EU
countries).

Data documentation and / or assistance in data use
Eurostat, 2023, Statistics Explained, Population and housing census 2021, population
grids
Eurostat, 2023, Statistics Explained, the degree of urbanisation manual - Constructing
a population grid

European Forum for Geostatistics, 2012, ESSnet project GEQOSTAT, Reprenting Census
data in a European Population grid, Final Report GEQSTAT 14 — Representing Census
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Indicator class: Transversal

Data

Class: geometries

Type: vector (polygons, lines, points)
License:

DOI: Not relevant

Spatial

Resolution; NUTS 0-1-2-3

Extent: EU + EFTA + Candidate
Countries + the LK,

Granularity: 5 levels of detail
(scales): D1M, 030, 10M, 20M, BOM
Coordinate Systemn:
ETRSE9-extended / LAEA Europe
(EP5G:3035), Web Mercator
projection (EPSG:3857) and WGS
1984 (EPSG; 4326)

Temporal

Resolution: Depending on territorial reforms
Extent: 2003, 2006, 2010, 2013, 2016, 2021
Frequency: every 3-4 years in general

Description:

The NUTS are a hierarchical system divided into 3 levels. NUTS 1: major socio-
economicregions, NUTS 2: basic regions for the application of regional
policies, NUTS 2: small regions for specific diagnoses. The NUTS legislationis
periodically amended; therefore multiple years are available fordownload.
The NUTS geametries are therefore the basis to map statisticalinformation
made available by Eurostat,

Herw ta site
Datasat:
sdminastrative boundaries: @ EurcGeographics. @ TurkStat, Sowce: European Commission — Eurostat/ 51500

[Data File Size
NUTS 2021 20M Polygons zipped: 0,6 MB

File format: SHP, TopolSON, GeolSON, PBF, SVG

USER COSTS

Free & open Access

Data Infrastructure
Infra needed (software, hardware): GIS or software environment for statistical
computing

Data repositories / storage needed: No, data is moreover distributed via API:
Several software AP| packages helps to retrieve Eurostat— GISCO data such as
giscoR in R or happygiscoin Python: NUTS units can be uploaded directly via
computer programming.

Data Governance & Management
Staff costs: Basic GIS skills needed

Data analysis needed; No, just require to find the appropriate NUTS version to
fit with Eurostat data.

Quality assurance: Very High

Data documentation and / or assistance in data use

data/administrative-units-statistical-units/nuts
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